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Program Summary

All times are GMT (Greenwich Mean Time)

Thursday, 17 March 2022

12:00
16:00
16:45
18:15
18:30

20:30

Cosyne Tutorial: Spiking neural network models in neuroscience
Registration opens

Welcome reception

Opening remarks

Session 1: Behavior and the brain
Invited speaker: Sandeep Robert Datta; 3 accepted talks

Poster Session |

Friday, 18 March 2022

09:00

10:45

12:30
15:00

17:00

18:30
19:00
20:30

Session 2: Action selection, learning, and dopamine
Invited speaker: Valerio Mante; 2 accepted talks

Session 3: Communication within and between brains
Invited speaker: Michael Long; 4 accepted talks

Lunch break

Session 4: Spatial memory and beyond
Invited speaker: Andre Fenton; 3 accepted talks

Session 5: Oscillations, network states, and arousal
Invited speaker: Susanne Schreiber; 3 accepted talks

Dinner break
Professional Development Panel and Social: Pathways to research beyond Academia
Poster Session Il

Saturday, 19 March 2022

09:00

11:00

12:30
15:00

16:00
17:00

18:30
20:30

Session 6: Population codes and connectivity
Invited speaker: Christian Machens; 3 accepted talks

Session 7: Multiscale brain networks
Invited speaker: Pamela Douglas; 3 accepted talks

Lunch break

Session 8: Immune responses and the brain
Invited speaker: Asya Rolls

Panel discussion on inequities and the pandemic’s effects

Session 9: Navigating space and time
Invited speaker: Ann Hermundstad; 3 accepted talks

Dinner break
Poster Session lll

COSYNE 2022



Sunday, 20 March 2022

09:00

11:00

12:30
15:00

Session 10: Working memory, decision making, and value
Invited speaker: Albert Compte; 3 accepted talks

Session 11: Sensory, motor, and in-between
Invited speaker: Eugenia Chiappe; 3 accepted talks

Lunch break

Session 12: Codes for (spatial) behaviors
Invited speaker: Kate Jeffery; 3 accepted talks

COSYNE 2022



Bernstein Conference
Berlin & Online September 13 - 16, 2022

Call for Satellite
Workshops open now!

Submit your proposal
before April 11, 2022.

bernstein-conference.de
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Advanced Electrophysiology Systems

Check out our new ultra-small digital headstages
for 64 - 128 channel electrophysiology
in freely-behaving mice and more...

PROBLEM 00— _— SOLUTION

‘Classic’ 64-chan headstage mini-amp-64 headstage
Too big &

mechanically-stressful ~70 % lighter; 0.49 g

~60 % height-saving
64 - 128 channels
implantable + reusable

SPI data cable

:
'Ei
headstage ,, 64 - 198
1.38 9 - channels
m'”” . I accelerometer
64 ch. probe N \ -i
connector 15 mm 16 mm
~04¢9
\%
<\ e

Works with: open ;{:hys ¥intan e =oxoN  TIT
Meet us at

COSYNE 2022




-~

S

N g
e

b

COMPUTATIONAL AND SYSTEMS NEUROSCIENCE

-

Montreal”

Mont

o
=
L
=
£
=
T

e’
L
(=
L |
==
A4
EE
=
=
=
==

- »
o~

sy iy s

R i
A
T

i,




Vi

COSYNE 2022



About Cosyne

About Cosyne

The annual Cosyne meeting provides an inclusive forum for the exchange of experimental
and theoretical/computational approaches to problems in systems neuroscience.

To encourage interdisciplinary interactions, the main meeting is arranged in a single track.
A set of invited talks are selected by the Executive Committee and Organizing Commit-
tee, and additional talks and posters are selected by the Program Committee, based on
submitted abstracts.

Cosyne topics include (but are not limited to): neural basis of behavior, sensory and motor
systems, circuitry, learning, neural coding, natural scene statistics, dendritic computation,
neural basis of persistent activity, nonlinear receptive field mapping, representations of
time and sequence, reward systems, decision-making, synaptic plasticity, map formation
and plasticity, population coding, attention, machine learning for neuroscience, and com-
putation with spiking networks. Participants include pure experimentalists, pure theorists,
and everything in between.

Cosyne 2022 Leadership

Organizing Committee

General Chairs

Anne-Marie Oswald (University of Pittsburgh) and Srdjan Ostojic (Ecole Normale Superieure Paris)
Program Chairs

Laura Busse (LMU Munich) and Tim Vogels (IST Austria)

Workshops Chairs

Anna Schapiro (University of Pennsylvania) and Blake Richards (McGill University)

Social Media Chair

Grace Lindsay (Columbia University)

DEIA Chairs

Gabrielle Gutierrez (Columbia University) and Stefano Recanatesi (University of Washington)
Tutorial Chair

Kanaka Rajan (Mount Sinai)

Development Chair

Michael Long (New York University)

Audio-Video Media Chair

Carlos Stein Brito (EPFL)

Undergraduate Travel Chairs

Angela Langdon (Princeton University) and Sashank Pisupati (Princeton University)

Executive Committee

Stephanie Palmer (University of Chicago)
Zachary Mainen (Champalimaud)

Alexandre Pouget (University of Geneva)
Anthony Zador (Cold Spring Harbor Laboratory)
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Program Committee

Laura Busse (LMU Munich), co-chair

Tim Vogels (IST Austria), co-chair

Athena Akrami (University College London)
Omri Barak (Technion)

Brice Bathellier (Paris)

Bing Brunton (University of Washington)

Yoram Burak (Hebrew University)

SueYeon Chung (Columbia University)
Christine Constantinople (New York University)
Victor de Lafuente (National Autonomous University of Mexico)
Jan Drugowitsch (Harvard University)
Alexander Ecker (University of Géttingen)
Tatiana Engel (Cold Spring Harbor Laboratory)
Annegret Falkner (Princeton University)

Kevin Franks (Duke University)

Jens Kremkow (Berlin)

Andrew Leifer (Princeton University)

Sukbin Lim (New York University Shanghai)
Scott Linderman (Stanford University)

Emilie Mace (Max Planck Institute of Neurobiology)
Mackenzie Mathis (Ecole polytechnique federale de Lausanne)
Ida Momennejad (Microsoft)

Jill O’Reilly (University of Oxford)

I Memming Park (Stony Brook)

Adrien Peyrache (McGill University)

Yiota Poirazi (IMBB-FORTH)

Carlos Ribeiro (Champalimaud Research)
Nathalie Rochefort (University of Edinburgh)
Christina Savin (New York University)

Daniela Vallentin (Max Planck Institute, Munich)
Brad Wyble (Pennsylvania State University)
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About Cosyne

Cosyne 2022 reviewers

Thomas Akam, Hessameddin Akhlaghpour, Pepe Alcami, Andy Alexander, Mikio Aoi, Flo-
rencia Assaneo, Alex Attinger, Joao Barbosa, Tania Barkat, Jérémie Barral, Arindam Basu,
Amir Behbahani, Gordon Berman, Arjun Bharioke, Johannes Bill, Kevin Bolding, Flora
Bouchacourt, Jeffrey Bowers, Braden Brinkman, Iva Brunec, Dario Campagner, loana

Carcea, Albert Cardona, Luis Carrillo Reid, Angus Chadwick, Chandramouli Chandrasekaran,

Adam Charles, Spyridon Chavlis, Xiaomo Chen, Xiaowen Chen, Jan Clemens, Ruben
Coen-Cagli, Julia Cox, Sandeep Robert Datta, Kameron Decker Harris, Daniel Denman,
Emily Dennis, Stephane Deny, Brian DePasquale, May Dobosiewicz, Antonia Drinnen-
berg, Laura Driscoll, Ann Duan, Alexis Dubreuil, Lea Duncker, Rodrigo Echeveste, Va-
lerie Ego-Stengel, Sami El-Boustani, Ben Engelhard, Jeff Erlich, Lisa Fenk, Alexander
Fleischmann, Thomas Frank, Felix Franke, Tomoki Fukai, Izumi Fukunaga, Kara Fulton,
Alona Fyshe, Julia Gallinaro, Frédéric Gambino, Giorgio Gilestro, Gabrielle Girardeau,
Joshua Glaser, Dennis Goldschmidt, Pedro Goncalves, Robbe Goris, Michelle Greene,
Yi Gu, Chong Guo, Ralf Haefner, Steffen Hage, Arif Hamid, Olivier Henaff, Matthias Hen-
nig, Loreen Hertdg, Marc Howard, Yu Hu, Elina Jacobs, Gerhard Jocham, Jonathan Kad-
mon, Matthias Kaschube, Sander Keemink, Alex Kell, Ann Kennedy, Zachary Kilpatrick,
Christopher Kim, Miriam Klein-Flugge, Mihaly Kollo, Charles Kopec, Nataliya Kraynyukova,
Kishore Kuchibhotla, Arvind Kumar, Subhaneil Lahiri, ltamar Landau, Yaara Lefler, Luis
Lemus, Daniel Levenstein, Anna Levina, Jennifer Li, Songting Li, Andrew Lin, Grace Lind-
say, Kefei Liu, Yoav Livneh, Laureline Logiaco, Matthew Lovett-Barron, Tiago Marques, Tom
Marshall, Francesca Mastrogiuseppe, Cristina Mazuski, Samuel McDougle, Jorge Mejias,
Raoul Martin Memmesheimer, Jorge Aurelio Menendez, Hugo Merchant, Florent Meyniel,
Bartul Mimica, Gal Mishne, Martin Munz, Malavika Murugan, Devika Narain, Jean Paul
Noel, Ramon Nogueria, Freyja Olafsdottir, Azahara Oliva, Hysell Oviedo, Zahid Padamsey,
Nancy Padilla, Marino Pagan, Janelle Pakan, Athanasia Papoutsi, Cengiz Pehlevan, Talmo
Pereira, Emmanuel Perisse, Warren Pettine, Alex Piet, Lucas Pinto, Rui Ponte Costa,
Cindy Poo, Ruben Portugues, Maximilian Puelma Touzel, Salman Qasim, Angela Rad-
ulescu, Pavan Ramdya, Carolina Rezaval, Lisa Roux, Alon Rubin, Mikail Rubinov, Evan
Russek, Thomas Sainsbury, Aman Saleem, Jerome Sallet, Andrew Saxe, Shreya Saxena,
Carl Schoonover, Sylvia Schroeder, Tilo Schwalger, Sergey Shuvaev, Marion Silies, Kyobi
Skutt-Kakaria, Martyna Stachaczyk, Heike Stein, Greg Stephens, Kate Storrs, Vladislav
Susoy, David Sussillo, Naoya Takahashi, Luis Tellez, Kay Thurley, Stuart Trenholm, Balazs
Ujfalussy, Marcel van Gerven, Julia Veit, Lena Veit, Vivek Venkatachalam, Eszter Vértes,
Alison Weber, Xuexin Wei, Clarissa Whitmire, Katharina Wilmes, Angi Wu, Manyi Yim,
Joseph Zak, Fleur Zeldenrust, Yuan Zhao, Petr Znamenskiy, David Zoltowski

Special thanks to Titipat Achakulvisut, Daniel Acuna, and Konrad Kording for writing and
managing the automated software for reviewer abstract assignment.
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Conference Support

Administrative Support, Registration, Hotels
Leslie Weekes, Cosyne

Travel Grants

The Cosyne community is committed to bringing talented scientists together at our annual
meeting, regardless of their ability to afford travel. Thus, a number of travel grants are
awarded to students, postdocs, and Pls for travel to the Cosyne meeting. Five award
granting programs were available for Cosyne 2020. Each award covers at least $1,000
towards travel and meeting attendance costs (less for Childcare grants).

The generosity of our sponsors helps make these travel grant programs possible. Cosyne
Travel Grant Programs are supported entirely by the following corporations and founda-
tions:

» The Gatsby Charitable Foundation
+ Burroughs Wellcome Fund

« Simons Foundation

+ DeepMind

* Reality Labs

BURROUGHS pLy

o & A
Toatony  WELLCOME SIMONS @) DeepMind = £ =
FUND FOUNDATION b P (4 B%

Cosyne Presenters Travel Grant Program

These grants support early career scientists with highly scored abstracts to enable them to
present their work at the meeting.

The 2022 recipients are

Kadjita Asumbisa, Ryszard Auksztulewicz, Federico Bolanos, Zoe Boundy-Singer, Karolina
Farrell, Priyanka Gupta, Daniel Herrera, Nora Alicia Herweg, Nizar Islah, Habon Issa, Kath-
leen Jacquerie, Zilong Ji, Justin Jude, Thomas Morvan, Ugurcan Mugan, Nathaniel Powell,
Luisa Ramirez, Camille Rullan, Sofia Skromne Carrasco, and Patricia Stan.

Cosyne New Attendees Travel Grant Program

These grants help bring scientists that have not previously attended Cosyne to the meeting
for exchange of ideas with the community.

The 2022 recipients are

Alisha Ahmed, Rana Alkhoury Maroun, Simone Azeglio, Shiva Azizpourlindi, Robert Bruce,
Ferenc Csikor, Kira Dlsterwald, Richard Sebastian Eydam, Michael Gachomba, Divyansh
Gupta, Madhura Ketkar, Kyveli Kompatsiari, Chiara Mastrogiuseppe, Haleigh Mulholland,
Amarachi Oleru, Tiffany Ofia Jodar, Hyein Park, Srikanth Ramaswamy, Laura Silva, Sarah
Solomon, Ayesha Vermani, and Gabriel Yancy.
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About Cosyne

Cosyne Mentorship Travel Grant Program

These grants provide support for early-career scientists of underrepresented minority groups
to attend the meeting. A Cosyne PI must act as a mentor for these trainees and the program
also is meant to recognize these Pls (“Cosyne Mentors”).

The 2022 Cosyne Mentors and mentees are:

Rui Ponte Costa and Samia Mohinta, Becket Ebitz and Akram Shourkeshti, Kevin Lloyd
and Sahiti Chebolu, and Lucas Sjulson and Eliezyer de Oliveira.

Cosyne Undergraduate Travel Grant Program

These grants help bring promising undergraduate students with strong interest in neuro-
science to the meeting.

The 2022 recipients are

Noemie Eustachon, Samira Glaeser-Khan, Chaten Jessel, Mohit Kulkarni, Nancy MacKen-
zie, Darwing Santiago Padilla Rolon, Yeritmary Rodriguez Delgado, Arianna Rodriguez-
Rivera, Tat Hei Tsin, Raymond Wang, Forrest Wargo, and Liu Zhang.

Cosyne Childcare Travel Grant Program

Cosyne Childcare Grants help cover childcare expenses incurred by participation in Cosyne
2022.

The 2022 recipients are

Brian DePasquale, Zahara Girones, Ulkar Isayeva, Barbara Peysakhovich, Frederic Roem-
schied, and Noa Sadeh.

Social media policy

Cosyne encourages the use of social media before, during, and after the conference, so
long as it falls within the following rules:

» Do not capture or share details of any unpublished data presented at the meeting.

« If you are unsure whether data is unpublished, check with the presenter before sharing
the information.

» Respect presenters’ wishes if they indicate the information presented is not to be
shared.

Stay up to date with Cosyne 2022 #cosyne22

COSYNE 2022
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Cosyne Code of Conduct

Purpose

At Cosyne, we strive for open and honest intellectual debate as part of a welcoming and
inclusive atmosphere. This requires a community and an environment that recognizes and
respects the inherent worth of every person.

Sources

This code of conduct is based on standards and language set at other meetings, whose
organizing boards convened special working groups of scientific and legal experts to set
their policies. We follow, in particular, those guidelines established for the Gordon Research
Conferences, the Society for Neuroscience Annual Meeting, and NeurlPS.

The following code of conduct has been adapted from:
https://www.grc.org/about/grc-policies-and-legal-disclaimers
https://www.sfn.org/about/professional-conduct/code-of-conduct-at-sfn-events
https://nips.cc/public/Code0fConduct

Other online resources:

http://changingourcampus.org

https://www.sfn.org/about/professional-conduct/sfn-ethics-policy

Responsibilities

All participants, volunteers, organizers, reviewers, speakers, sponsors, and volunteers (re-
ferred to as “Participants” collectively throughout this document) at our Conference, work-
shops, and Conference-sponsored social events—are required to agree with this Code of
Conduct both during an event and on official communication channels, including social
media.

Sponsors are equally subject to this Code of Conduct. In particular, sponsors should not
use images, activities, or other materials that are of a sexual, racial, or otherwise offensive
nature. This code applies both to official sponsors as well as any organization that uses
the Conference name as branding as part of its activities at or around the Conference.

Organizers will enforce this Code, and it is expected that all Participants will cooperate to
help ensure a safe and inclusive environment for everyone.

Policy

The conference commits itself to providing an experience for all Participants that is free
from the following:

Harassment, bullying, discrimination which includes but is not limited fo:

+ Offensive comments related to age, race, religion, creed, color, gender (including
transgender/gender identity), sexual orientation, medical condition, physical or intel-
lectual disability, pregnancy, or medical conditions, national origin or ancestry.

« Intimidation, personal attacks, harassment, unnecessary disruption of talks or other
conference events.

COSYNE 2022
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Inappropriate or unprofessional behavior that interferes with another’s full participation in-
cluding:

+ Sexual harassment, stalking, following, harassing photography or recording, inappro-
priate physical contact, unwelcome attention, public vulgar exchanges, derogatory
name-calling, and diminutive characterizations.

» Use of images, activities, or other materials that are of a sexual, racial, or otherwise
offensive nature that may create an inappropriate or toxic environment.

« Disorderly, boisterous, or disruptive conduct including fighting, coercion, theft, damage
to property, or any mistreatment or non-businesslike behavior towards participants.

« “Zoom bombing” or any virtual activity that is not related to the topic of discussion
which detracts from the topic or the purpose of the program. This includes inappro-
priate remarks in chat areas as deemed inappropriate by presenters/monitors/event
leaders.

Scientific misconduct: including fabrication, falsification, or plagiarism of paper submis-
sions or research presentations, including demos, exhibits or posters. Cosyne asks each
session chair and organizing and reviewing committee member to promote rigorous analy-
sis of all science presented for or at the meeting in a manner respectful to all attendees.

This Code of Conduct applies to the actual meeting sites and Conference venues where
Cosyne business is being conducted, including physical venues, online venues, and official
virtual engagement platforms, including video, virtual streaming, and chat-based interac-
tions. Cosyne is not responsible for non-sponsored activity or behavior that may occur at
non-sponsored locations such as hotels, restaurants, or physical or virtual locations not
otherwise a sanctioned space for sponsored events. Nonetheless, any issues brought to
the Hotline Relations Counselors will be explored. Moreover, Cosyne will not actively mon-
itor social media platforms but will follow up on issues of harassment and violations of the
code of conduct that occur on those platforms that are specifically related to the Cosyne
program, during the course of Cosyne, if and when they are brought to our attention.

Compilaint reporting

The Conference encourages all Participants to immediately report any incidents of discrim-
ination,harassment, unprofessional conduct, and/or retaliation so that complaints can be
quickly and fairly resolved. There will be no retaliation against any Participant who brings
a complaint or submits an incident report in good faith or who honestly assists in investi-
gating such a complaint. If you have concerns related to your participation/interaction at
the Conference or Conference sanctioned events, or observe someone else’s difficulties,
or have any other concerns you wish to share, please write to CosyneHotline@gmail.com
or by calling the Cosyne Hotline phone number at +1-858-208-3810 where you can speak
with an HR Consultant.

Action

If a Participant engages in any inappropriate behavior as defined herein, the Conference
organizers may take action as deemed appropriate, including: a formal or informal warning
to the offender, expulsion from the conference with no refund, barring from participation in
future conferences or their organization, reporting the incident to the offender’s local insti-
tution or funding agencies, or reporting the incident to local authorities or law enforcement.
A response of “just joking” is not acceptable. If action is taken, an appeals process will be
made available. There will be no retaliation against any Participant who brings a complaint
or submits an incident report in good faith or who honestly assists in investigating such
a complaint. All issues brought forth to the onsite HR Consultant during the course of a
Conference will be immediately investigated.
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Program

Program

Note: Institutions listed in the program are the primary affiliation of the first author. For the complete list, please
consult the abstracts.

All times are UTC (Greenwich Mean Time, GMT)

Thursday, 17 March 2022
12:00 Spiking neural network models in neuroscience
Cosyne 2022 Tutorial session sponsored by the Simons Foundation
Dan Goodman

16:00 Registration opens
16:45 Welcome reception
18:15 Opening remarks

Session 1: Behavior and the brain
(Chair: Bing Brunton)

18:30 Dopamine specifies the structure of spontaneous behavior

Sandeep Robert Datta, Harvard University (invited) . . . . ... ... ... ....... 29
19:45 Interpretable behavioral features have conserved neural representations across mice

A. Syeda, W. Long, R. Tung, M. Pachitariu, C. Stringer, HHMI Janelia Research Campus 32
20:00 Operative Dimensions in High-Dimensional Connectivity of Recurrent Neural Networks

R. Krause, M. Cook, V. Mante, G. Indiveri, UZH/ETH Zurich . . . . . .. ... ... ... 33
20:15 Joint coding of visual input and eye/head position in V1 of freely moving mice

E. Abe, P. Parker, D. Martins, E. Leonard, C. Niell, University of Oregon . . . . . . . . .. 33
20:30 Poster Session |

Friday, 18 March 2022

Session 2: Action selection, learning, and dopamine
(Chair: Cristina Savin)

09:00 From plans to outcomes: Continuous representations of actions in primate prefrontal cor-

tex

Valerio Mante, ETH Zurich (invited) . . . . . . .. ... ... ... ... .. ... ... 29
09:45 Distinct dynamics in projection-specific midbrain dopamine populations for learning and

motivation

J. Elum, L. Zweifel, University of Washington . . . . . . ... ... ... ......... 34
10:00 Computational strategies and neural correlates of probabilistic reversal learning in mice

K. Mishchanchuk, A. MacAskill, University College London . . . . . . ... ... ... .. 34
10:15 Coffee break

Session 3: Communication within and between brains
(Chair: I Memming Park)

10:45 What can birds and rodents tell us about human speech?
Michael Long, New York University (invited) . . . . . . . ... ... ... ......... 29
11:30 A new tool for automated annotation of complex birdsong reveals dynamics of canary
syntax rules
Y. Cohen, D. A. Nicholson, Weizmann Institute of Science . . . . . . ... ... ... .. 35

COSYNE 2022 1
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11:45

12:00

12:15

12:30

Linking tonic dopamine and biased value predictions in a biologically inspired reinforce-
ment learning model

S. Romero Pinto, N. Uchida, Harvard University . . . . . . .. ... ... ... ...... 35
Integrating deep reinforcement learning agents with the C. elegans nervous system
C. Li, G. Kreiman, S. Ramanathan, Harvard University . . . . ... ... ... ...... 36

Dynamical systems analysis reveals a novel hypothalamic encoding of state in nodes
controlling social behavior

A. Nair, T. Karigo, B. Yang, A. Kennedy, D. Anderson, California Institute of Technology
(Caltech) . . . . . 36

Lunch break

Session 4: Spatial memory and beyond
(Chair: Brad Wyble)

15:00

15:45

16:00

16:15

16:30

To remap or reregister, that is the question: how hippocampus represents different spaces

Andre Fenton, New York University (invited) . . . .. ... ... ... .......... 30
Isolating the role of synaptic plasticity in hippocampal place codes
M. Plitt, K. Kaganovsky, J. Ding, T. Sudhof, L. Giocomo, Stanford University . . . . . . . . 37

A hierarchical representation of sequences in human entorhinal cortex
A. Shpektor, J. Bakermans, A. Baram, T. Fedele, D. Ledergerber, L. Imbach, H. Barron, J.
Sarnthein, T. Behrens, University of Oxford . . . . . . . ... ... .. ... ....... 37

Neocortical feature codes drive memory recall
N. Yadav, C. Noble, J. Niemeyer, A. Terceros, J. Victor, C. Liston, P. Rajasethupathy,
Rockefeller University . . . . . . . . . . . 38

Coffee break

Session 5: Oscillations, network states, and arousal
(Chair: Jennifer Groh)

17:00

17:45

18:00

18:15

18:30

19:00

20:30

(De-)Synchronizing neural networks with homoclinic action potentials
Susanne Schreiber, Humboldt University of Berlin (invited) . . . . . ... ... .. ... 30

Basal Ganglia feedback loops as possible candidates for generation of beta oscillation
S. Azizpourlindi, A. Leblois, Institute of Neurodegenerative Diseases (IMN), University of
Bordeaux . . . . .. 38

Neocortical long-range inhibitory neurons coordinate state-dependent network synchro-
nization

J. Ratliff, R. Batista-Brito, Albert Einstein College of Medicine . . . . ... ... ... .. 39
Metastable circuit dynamics explains optimal coding of auditory stimuli at moderate arousals
L. Papadopoulos, M. Wehr, L. Mazzucato, University of Oregon . . . . . . . .. ... .. 39

Dinner break

Professional Development Panel and Social: Pathways to research beyond Academia
Sponsored by Meta Reality Labs

David Sussillo (Meta Reality Labs), Claire Warriner (Meta Reality Labs), Maria Eckstein
(Deep Mind), Dawer Jamshed (Vanguard)

The paths to research jobs outside of academia are not always obvious. What jobs exist? How do
you find them? What industry research opportunities are available? In this session, each panelist will
share their career paths to industry research positions, why they transitioned to a career outside of
academia, and the nature of the research programs they work on. There will be time for questions
from the audience. Following the panel, there will be a free reception.

Poster Session Il
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Saturday, 19 March 2022

Session 6: Population codes and connectivity
(Chair: Omri Barak)

09:00 Coordinated spike coding

Christian Machens, Champalimaud (invited) . . . . . . ... ... .. ... ....... 30
09:45 Large retinal populations are collectively organized to efficiently process natural scenes

W. Mlynarski, D. Gupta, O. Symonova, M. Josch, Institute of Science and Technology

Austria . . .. e 40
10:00 A two-way luminance gain control in the fly brain ensures luminance invariance in dynamic

vision

M. Ketkar, S. Shao, J. Gjorgjieva, M. Silies, University of Mainz. . . . . ... ... .... 40
10:15 Direct measurement of whole-brain functional connectivity in C. elegans

F. Randi, A. Sharma, S. Dvali, A. M. Leifer, Princeton University . . . . . ... ... ... 41
10:30 Coffee break

Session 7: Multiscale brain networks
(Chair: Anne-Marie Oswald)

11:00 Exploring ephaptic coupling in white matter

Pamela Douglas, University of Central Florida (invited) . . . . . . .. ... ... ... .. 31
11:45 Optogenetic mapping of circuit connectivity in the motor cortex during goal-directed be-

havior

A. Finkelstein, K. Daie, R. Darshan, K. Svoboda, Janelia Research Campus . . . . . . . 41
12:00 Invariant neural subspaces maintained by feedback modulation

L. B. Naumann, J. Keijser, H. Sprekeler, Berlin Institute of Technology . . . . . . . .. .. 42
12:15 Dynamic causal communication channels between neocortical areas

M. Javadzadeh, J. Rapela, M. Sahani, S. B. Hofer, University College London . . . . . . . 42
12:30 Lunch break

Session 8: Immune responses and the brain
(Chair: Carlos Ribeiro)

15:00 A physiological take on the mind-body question.
Asya Rolls, Technion (invited) . . . . . . ... ... ... ... ... ... .. ... ... 31
16:00 Panel discussion on inequities and the pandemic’s effects

Gabrielle Gutierrez, Megan Carey, Andre Fenton
16:30 Coffee break

Session 9: Navigating space and time
(Chair: Adrien Peyrache)

17:00 A navigational network hardwired for rapid flexibility

Ann Hermundstad, HHMI Janelia Research Campus (invited) . . . . . . . ... ... .. 31
17:45 The secret Bayesian lives of ring attractor networks

A. Kutschireiter, M. Basnak, R. Wilson, J. Drugowitsch, Harvard Medical School . . . . . 42
18:00 A hindbrain ring attractor network that integrates heading direction in the larval zebrafish

L. Petrucco, H. Lavian, V. Stih, Y. K. Wu, F. Svara, R. Portugues, Technical University of

Munich . . . . 43
18:15 A reservoir of timescales in random neural networks
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Abstracts

Abstracts for talks appear first, in order of presentation; those for posters next, in order of poster session
and board number. An index of all authors appears at the back.

T-1. Dopamine specifies the structure of spontaneous behavior

Sandeep Robert Datta
Harvard University

Spontaneous behavior exhibits structure. Ethologists describing animals in the wild have long appreciated that
naturalistic, self-motivated behavior is built from modules that are linked together over time into predictable se-
quences. And yet, it remains unclear how the brain regulates the selection of individual behavioral modules for
expression at any given moment, or how it dynamically composes these modules into the fluid behaviors observed
when animals act of their own volition, and in the absence of experimental restraint, task structure or explicit re-
ward. Here we use novel methods for characterizing and manipulating behavior in freely-moving mice in real time
to reveal that learning and variability interact to create the architecture of self-guided behavior. Our findings sug-
gest a broad model in which the composition of spontaneous behavior from elemental components is supported
by the same circuits and mechanisms that enable action selection in structured tasks.

T-2. From plans to outcomes: Continuous representations of actions in pri-
mate prefrontal cortex

Valerio Mante
ETH Zurich

Dorso-lateral prefrontal cortex in primates (dIPFC) is thought to contribute to flexible decisions primarily by se-
lecting, maintaining, and combining contextually relevant information to select an action. This view was strongly
shaped by the discovery in dIPFC of tuned, persistent activity that bridges the time interval between the planning
and execution of an action. | will present evidence that these classic findings may have provided a somewhat
misleading view of the function of dIPFC, in that they disregarded the activity which follows an action. We ana-
lyzed large-scale recordings from monkeys engaged in saccade-based decisions for which rewards were delayed
with respect to the choice saccades. In this setting, we found that dIPFC is persistently active before and after
an action, and maintains a continuous representation of actions lasting from planning and execution to the re-
sulting outcome and beyond. Several properties of these action representations suggest a key role for dIPFC in
remembering actions that may be eligible for rewards and in updating future plans based on past actions.

T-3. What can birds and rodents tell us about human speech?

Michael Long
New York University

Vocal communication is central to our everyday lives, facilitating social exchange. Despite significant recent
discoveries, the neural mechanisms underlying coordinated vocal exchanges remain poorly understood. We
examine the brain processes involved in interactive vocal behaviors, focusing on forebrain circuitry in the songbird
and the rodent, and we relate these to emerging human studies that employ a range of methods to manipulate
and monitor cortical areas relevant for speech.
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T-4. To remap or reregister, that is the question: how hippocampus repre-
sents different spaces

Andre Fenton
New York University

The hippocampus is crucial for solving complex navigation and memory problems and has been the focus of
intense investigations at virtually all levels of biological organization. | will report on our studies of hippocampal
physiology, in particular the activity of spatially-tuned cells called place cells and related head-direction cells
and grid cells in the medial entorhinal cortical inputs to hippocampus. Within this context, the lecture will focus
on the phenomenon called remapping, in which place fields rearrange according to cell-specific rules when the
environment changes; cells with nearby place fields in one environment are likely to have distant place fields in
another environment or turn off or turn on in different environments. The field interprets place field remapping to
mean that the neural cofiring relationships reorganize, and this would maximize the information coding capacity
needed for a memory system. However, | will discuss a number of observations that challenge the very idea
of remapping, going so far as to suggest it may be a misnomer. Hippocampal neural activity appears to be
internally-organized in a manner such that momentary cofiring relationships amongst the cells are largely invariant
across distinct environments, despite the cell-specific rearrangement of place fields. This is because activity is
organized on a low-dimensional (non-linear surface) manifold that maintains across environments like a solid
object would. Instead of remapping the cofiring relationships, only the registration between the manifold and the
environment changes across environments. The subset of environment-specific anti-cofiring cells seems to set the
orientation of the manifold, and perhaps its registration with external information. Beyond such reregistering, these
observations promote a view that rather than represent external information, a subjective, internally-organized
hippocampal representation is actively fit to the environment for processing information that enables navigation
and promotes memory.

T-5. (De-)Synchronizing neural networks with homoclinic action potentials

Susanne Schreiber
Humboldt University of Berlin

Supported by the success of artificial neural networks, neural computation is viewed as a phenomenon predomi-
nantly shaped by the connectivity among neurons whose individual dynamics can be largely neglected. Yet in this
talk, | will demonstrate how the properties of cells — and in particular their dynamics of action-potential generation
— can have a decisive impact on network behavior and the way information is processed. Our recent theoreti-
cal work shows that, among regularly firing neurons, the homoclinic type (characterized by a spike onset via a
saddle homoclinic orbit bifurcation) stands out: (i) spikes of this type foster synchronization in inhibitory as well
as splayed-out or frustrated states in excitatory networks and (ii) can easily be induced by changes in a variety
of physiological parameters (like temperature, extracellular potassium, or dendritic morphology). Providing first
experimental evidence and discussing functional consequences of homoclinic spikes for the design of efficient
pattern-generating motor circuits in insects as well as for mammalian pathologies like febrile seizures, we predict
a role for homoclinic action potentials as an integral part of brain dynamics in both health and disease.

T-6. Coordinated spike coding

Christian Machens
Champalimaud

Models of neural networks can be largely divided into two camps. On the one side are rate networks that can
perform a multitude of functions and have led to many recent breakthroughs in ML/Al, but ignore well-established
biological facts. On the other side are spiking network models that incorporate and replicate a lot of our knowledge,
but then fail to perform interesting functions. | will review work that has tried to bridge this gap. | will specifically
focus on spiking networks that produce functionality in low-dimensional subspaces, and | will argue that they force
us to reconsider the very basics of how we think about neural networks.

COSYNE 2022



T-7 - T-10

T-7. Exploring ephaptic coupling in white matter

Pamela Douglas
University of Central Florida

T-8. A physiological take on the mind-body question.

Asya Rolls
Technion

Thoughts and emotions can impact physiology. This connection is evident by the emergence of disease following
stress or recovery in response to placebo treatment. Nevertheless, this fundamental aspect of physiology remains
largely unexplored. By targeted manipulations of the brain, we aim to uncover how specific brain activity affects
the immune system, the organism’s main protection mechanism. In this talk, | will focus on the brain’s involvement
in regulating the peripheral immune response and explore the question of how the brain evaluates and represents
the state of immune system it regulates.

T-9. A navigational network hardwired for rapid flexibility

Ann Hermundstad
HHMI Janelia Research Campus

Many flexible behaviors are thought to rely on internal representations of an animal’s spatial relationship to its
environment and of the consequences of its actions in that environment. While such representations—e.g. of
head direction and value—have been extensively studied, how they are combined to guide and modify behavior is
not well understood. We use a combination of theory and modeling, together with behavioral, neural, and connec-
tomic data, to study these questions in a visual learning paradigm that requires fruit flies to simultaneously map a
new environment and infer goals within that environment. To perform this task, animals must modify their behavior
within a matter of minutes, an ability that we think relies on genetically-specified circuits that incorporate struc-
tured relationships between an animal and its surroundings, and on continually-evolving internal representations
maintained within these circuits. | will discuss how these anatomical constraints, and the internal and behav-
ioral dynamics that emerge from them, can shed light on rapid learning and behavioral flexibility in biological and
artificial agents more broadly.

T-10. Neural circuits of visuospatial working memory

Albert Compte
Barcelona

One elementary brain function that underlies many of our cognitive behaviors is the ability to maintain paramet-
ric information briefly in mind, in the time scale of seconds, to span delays between sensory information and
actions. This component of working memory is fragile and quickly degrades with delay length. Under the as-
sumption that behavioral delay-dependencies mark core functions of the working memory system, our goal is to
find a neural circuit model that represents their neural mechanisms and apply it to research on working memory
deficits in neuropsychiatric disorders. We have constrained computational models of spatial working memory with
delay-dependent behavioral effects and with neural recordings in the prefrontal cortex during visuospatial working
memory. | will show that a simple bump attractor model with weaker angular resolution in the visual periphery
can link neural data with fine-grained behavioral output in a trial-by-trial basis and account for the main delay-
dependent limitations of working memory: precision, interference between simultaneous memories, foveal biases
and serial dependence. | will finally present data from participants with neuropsychiatric disorders that suggest
that serial dependence in working memory is specifically altered, and | will use the model to infer the possible
neural mechanisms affected.
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T-11. Brain-body interactions for rapid and flexible control of walking

Eugenia Chiappe
Champaulimaud

Without a continuous correction system, intended movements are executed as expected only rarely. This is
because of the unpredictable nature of natural environments, and the presence of noise within sensorimotor
circuits. To correct movements, sensorimotor circuits must estimate self-motion with high precision to adjust
maneuvers at a timescale specific to the task, and at a proper context that is specified by the behavioral goals of
the animal. Here, | will discuss our attempts to understand the functional organization of circuits controlling such
movement adjustments in the context of an exploratory walking fly. We found that recurrent interactions between
premotor circuits in the brain and the ventral nerve cord of the fly —the insect analogue of the spinal cord, support
rapid and context-dependent steering adjustments that are critical to maintain straight walking and a stable gaze
when the fly intends to do so. Ascending signals from the ventral nerve or vertebrate spinal cords have been
observed in premotor circuits in different animal species, but their nature and functional role remains unclear. Our
findings in flies highlight a critical role for these multimodal ascending signals on context-dependent computations
supporting the coordination of goal-directed movement across the body.

T-12. Symmetries and asymmetries in the neural coding of space

Kate Jeffery
University College London

The neural coding of space centres on three foundational cell types: place cells, head direction cells and grid cells.
One interesting characteristic of these neurons is the symmetry properties of their spatial firing patterns. Place
cells are distinguished by firing in focal regions of space, and they do so asymmetrically even if the environment
is symmetrical. Head direction cells also fire asymmetrically, when the head is facing in a single direction (a
different direction for each cell). Grid cells, by contrast, are remarkable for the six-fold symmetry of their firing,
each cell producing a close-packed hexagonal pattern of circular firing fields that spreads across the environment,
and has six-fold symmetry, both rotationally and translationally. Six-fold rotationally symmetric activity has also
been reported in human brain scanning experiments. This talk will review a number of experiments in which these
firing symmetries have been altered by environmental manipulations. Place cell firing can be made translationally
symmetric but never (at least so far) rotationally symmetric. Some types of (normally asymmetric) head direction
cell firing can be made rotationally symmetric. Grid cell firing can have its symmetries reduced, or in some cases
abolished. These symmetries are modulated by three types of inertial cue: gravity, translational motion and
rotational motion, and also by some types of static environmental information. This talk will discuss how these
factors interact, and speculate on the consequences of the resultant firing symmetries and asymmetries for spatial
coding.

T-13. Interpretable behavioral features have conserved neural representations
across mice

Atika Syeda'! ATIKAIBRAHIM85@GMAIL.COM
Will Long? LONGW@JANELIA.HHMI.ORG
Renee Tung! TUNGR@JANELIA.HHMI.ORG
Marius Pachitariu? PACHITARIUM@JANELIA.HHMI.ORG
Carsen Stringer? STRINGERC@JANELIA.HHMI.ORG

IHHMI Janelia Research Campus
2Janelia Research Campus, HHMI

Quantitative behavioral analyses have become an essential tool for understanding neural circuits. For example, re-
cent studies have shown that ongoing “spontaneous” behaviors drive large fractions of neural activity in the mouse
brain. However, the specific behavioral features encoded and their consistency across mice remain unknown. To
study the neural representation of interpretable behavioral features, we recorded the activity of ~50,000 neurons
in the mouse visual cortex during spontaneous behaviors. We used simultaneous five-camera video recordings
to show that orofacial behaviors contain all of the neurally-related behavioral information. Focusing on the face,
we tracked several key points from which we computed pose relationships. These behavioral features predicted
a higher proportion of neural activity compared to previous models. To compare against mice, we developed
a fast, generalist deep-learning model for tracking 13 distinct points on the mouse face recorded from arbitrary
camera angles. The model obtained a median error of less than 3 pixels on test frames from a new mouse with
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novel camera views. The model was several times faster than state-of-the-art pose estimation tools, making it a
powerful tool for closed-loop behavioral experiments. Next, we aligned facial key points across mice in order to
train a universal model to predict neural activity from behavior. The universal mouse model could predict neural
activity as well as a model fit to a single mouse, showing that neural representations of behaviors are conserved
across mice. The latent states extracted from the universal model contained interpretable mouse behaviors, such
as grooming and wincing. In summary, we developed a robust end-to-end framework for modeling neural activity
based on orofacial behaviors, and found that neural representations of behavior are similar across mice.

T-14. Operative Dimensions in High-Dimensional Connectivity of Recurrent
Neural Networks

Renate Krause! REKRAU@INI.UZH.CH
Matthew Cook?! COOK@INI.UZH.CH
Valerio Mante? VALERIO@INI.UZH.CH
Giacomo Indiveril GIACOMO@INI.UZH.CH

1UZH / ETH Zurich
2University of Zurich

Recurrent Neural Networks (RNN) are useful models to study neural computation. Several approaches are avail-
able to train RNNs on neuroscience-related tasks and reproduce neural population dynamics. However, a compre-
hensive understanding of how the generated dynamics emerge from the underlying connectivity is largely lacking.
Previous work derived such an understanding for specific types of constrained RNNs (Mastrogiuseppe and Os-
tojic, 2020; Curto et al., 2019; Biswas and Fitzgerald, 2020), but if and how the resulting insights apply more
generally is unclear. In this work, we study how network dynamics are related to network connectivity in RNNs
trained without specific constraints to solve two previously proposed tasks, contextual evidence integration and
sine wave generation. We find that the weight matrix of these trained RNNs is consistently high-dimensional, even
though the dynamics they produce is low-dimensional. Unlike in RNNs constrained to have low-rank connectivity,
the functional importance of a particular dimension of the weight matrix is not predicted by the amount of variance
it explains across the matrix. Despite this apparent high-dimensional structure, we show that a low-dimensional,
functionally relevant subspace of the weight matrix can be found through the identification of local “operative”
dimensions, which we define as dimensions in the row or column space of the weight matrix whose removal has a
large influence on local RNN dynamics. Notably, a weight matrix built from only a few operative dimensions is suf-
ficient for the RNN to operate with the original performance, implying that much of the high-dimensional structure
of the trained connectivity is functionally irrelevant. The existence of a low-dimensional, operative subspace in the
weight matrix simplifies the challenge of linking connectivity to network dynamics, and suggests that independent
network functions may be placed in separate subspaces of the weight matrix to avoid catastrophic forgetting in
continual and multitask learning.

T-15. Joint coding of visual input and eye/head position in V1 of freely moving
mice

Elliott Abe!-2 EABE@UOREGON.EDU
Philip Parker® PPARKER@UOREGON.EDU
Dylan Martins! DMARTINS@UOREGON.EDU
Emmalyn Leonard! EPL@UOREGON.EDU
Cristopher Niell! CNIELL@UOREGON.EDU

LUniversity of Oregon
2Biology Institute of Neuroscience

Visual input to the brain is highly dynamic during natural behavior due to movements of the eyes, head, and
body through complex environments. Previous studies have shown that neurons in mouse primary visual cortex
(V1) respond to eye and head movements, but how these signals are integrated with visual processing during
free movement is unknown since visual physiology is generally performed under conditions of head-fixation. To
address this, we performed the first measurements of visual receptive fields (RFs) from freely moving animals by
using single-unit electrophysiology in V1 while simultaneously measuring the mouse’s visual scene and eye/head
position using head-mounted cameras and an inertial measurement unit (IMU). These RFs, estimated using
a generalized linear model (GLM), explained a significant amount of neural activity and closely matched RFs
measured in the same cells under head-fixed conditions. Many V1 neurons also showed significant tuning for eye
position and head orientation during free movement. By incorporating these variables into the GLM, we found that
this tuning was best explained by different combinations of multiplicative and additive integration of visual scene
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and eye/head position across the population, consistent with theoretical models of gain fields and linear/nonlinear
mixed selectivity. Our results provide new insight into coding in mouse V1, with implications for visual processing
beyond traditional head-fixed preparations. More generally, this work provides a paradigm and requisite tools for
performing visual physiology under natural conditions, including active sensing and ethological behavior.

T-16. Distinct dynamics in projection-specific midbrain dopamine populations
for learning and motivation

Jordan Elum?:2 JELUM@UW.EDU
Larry Zweifel! LARRYZ@UW.EDU

LUniversity of Washington
2Graduate Program in Neuroscience

The mesolimbic dopamine system is believed to regulate both reinforcement learning and motivation to obtain
rewards. A central question is how the mesolimbic dopamine system influences these distinct functions. A classi-
cal neural circuit model proposes a two-component system in which dopamine release in the nucleus accumbens
core encodes prediction error signals to regulate reinforcement learning while dopamine release in the nucleus
accumbens shell signals incentive salience and promotes motivated responses. Here we record bulk calcium
dynamics in projection-specific ventral tegmental area (VTA) dopamine populations during instrumental condition-
ing, as mice undergo acquisition, extinction, and reinstatement of a food-reinforced operant task. We show that
both accumbens core- and shell-projecting dopamine populations are activated by actions, cues, and rewards.
However, we find differential activity dynamics in action, cue, and reward encoding between projection-specific
dopamine populations. Accumbens shell-projecting VTA dopamine neurons preferentially encode animals’ action
initiation (lever press) and display a sustained increase in activity during the cue and reward outcome periods. In
contrast, these signals in the accumbens core-projecting population return to baseline between discrete events.
Further, during unexpected reward omission, the accumbens core-projecting population displays temporally dis-
crete decreases in calcium signals consistent with a prediction error-encoding model that are not observed in the
shell-projecting dopamine cells. By contrast, during unexpected reward delivery, the accumbens shell-projecting
population preferentially encodes high saliency reward outcomes. By optogenetically manipulating both the ac-
cumbens shell-projecting and core-projecting VTA dopamine populations we tested and confirmed the prediction
that these populations differentially regulate motivation during cued reinstatement. These findings suggest that
accumbens core-projecting dopamine neurons provide prediction error signals to facilitate reinforcement learning
while accumbens shell-projecting dopamine neurons provide incentive salience signals to promote motivated be-
havioral responses. These results also provide evidence for a two-component neural circuit model of mesolimbic
dopamine’s dual functions in reinforcement learning and motivation.

T-17. Computational strategies and neural correlates of probabilistic reversal
learning in mice

Karyna Mishchanchuk?!-2 KARYNA.MISHCHANCHUK.17@UCL.AC.UK
Andrew MacAskill* A.MACASKILL@UCL.AC.UK

LUniversity College London
2Neuroscience, Physiology and Pharmacology

When faced with a constantly changing, uncertain environment it is necessary to infer its underlying structure
to guide behaviour. This has often been formalised as a value updating problem — where actions are chosen
based on an incrementally updated weighted average of past reward. Activity of midbrain dopamine neurons has
been commonly associated with the error in such value prediction, and it has been proposed to be crucial for
learning and updating of values that inform decision making. However, it has become increasingly apparent that
both humans and animals often use an alternative strategy — based on the use of inferred hidden states to make
predictions and to guide their choices. In this study we hypothesised that, as is commonly seen in humans, mice
might use hidden state strategies even in simple tasks such as reversal learning, and that midbrain dopamine
activity would reflect the use of such strategies.

To investigate this, we used a probabilistic reversal learning task in mice. In this paradigm, for optimal perfor-
mance it is necessary to continuously integrate past trial outcomes to predict reward contingencies associated
with different actions across reversals. Probing animals’ behaviour with computational modelling, we found that
mouse behaviour was consistently best fit by models that utilised hidden states, as opposed to value updating
or alternate strategies. Furthermore, by recording dopamine release in the nucleus accumbens during the task
using the dopamine sensor dLight, we found phasic dopamine was most strongly predicted by error associated
with hidden state inference, rather than error in reward prediction.
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Overall, we find that mouse behaviour and midbrain dopamine activity during probabilistic reversal learning task
is best described by a belief state rather than value updating strategy. Ongoing work is investigating the sources
of the belief state prediction that influence dopamine signalling during decision making.

T-18. A new tool for automated annotation of complex birdsong reveals dy-
namics of canary syntax rules
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Songbirds provide a powerful model system for studying sensory-motor learning. Many analyses require time-
consuming manual annotation of the units of song, often called syllables. However, songbirds produce many more
songs than can be annotated by hand, creating a bottleneck that limits the questions researchers can answer.
Methods exist for automated annotation[1], but, as we show, these methods exhibit limitations when applied to
songs with many syllable types and variable transitions. To address these issues, we developed an artificial neural
network, TweetyNet[2], that segments and labels spectrograms. We first show how our approach mitigates issues
faced by methods that rely on segmented audio. Then we demonstrate TweetyNet achieves low error across
individuals and across two species, Benaglese finches and canaries. We also show that using TweetyNet, we
can accurately annotate very large datasets, containing song recorded in multiple days, and that these predicted
annotations replicate key findings from behavioral studies in both species[3,4]. TweetyNet is the first algorithm to
automate annotation of canary song at the syllable level, processing minutes-long bouts with as many as 50 sylla-
ble types. We demonstrate that access to thousands of songs yields an order of magnitude precision improvement
in statistical syntax models and allows measurements of previously-unknown diurnal changes. Specifically, prob-
abilities of different first-order Markov sequences exhibit uncorrelated changes. This observation suggests that
beyond global parameters, like temperature and neuromodulator tone, there may be additional mechanisms that
affect canary syntax. We then estimate the diurnal change in transition entropy and find decrease in second-order
but not in first-order Markov processes. These differences indicate dynamics in the long-range structure of song,
similar in trend to the known diurnal decrease in syllable acoustic variability, but on tenfold longer time scales. Our
results suggest TweetyNet will make it possible to address a wide range of new questions about birdsong.

T-19. Linking tonic dopamine and biased value predictions in a biologically
inspired reinforcement learning model
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Some psychiatric disorders are characterized by excessively optimistic or pessimistic predictions of future events,
as well as changes in dopamine levels. However, how changes in dopamine could lead to biased value predictions
is unknown. Here, we draw this link by examining the role of baseline dopamine levels in value learning. Value
learning is thought to depend, in part, on synaptic plasticity driven by dopamine reward prediction errors (RPEs)
acting upon D1 and D2 receptors in medium spiny neurons (MSNs) of the striatum. At reported striatal dopamine
levels, D1 and D2 receptors are mostly unoccupied and occupied by dopamine, making them sensitive to in-
creases and decreases of dopamine, respectively. Accordingly, studies have reported that potentiation in MSNs
expressing D1 or D2 receptors is triggered by phasic increases or decreases of dopamine [1,2]. Moreover, given
the sigmoidal dose-occupancy relationship of these receptors, shifts in dopamine baseline should change their
sensitivity to dopamine transients (i.e., take the baseline to a “steep” or “shallow” region of the dose-occupancy
curve). Here, we show that a reinforcement learning (RL) model incorporating these plasticity rules develops pos-
itive or negative biases in predictions of probabilistic rewards when baseline dopamine is increased or decreased,
respectively. We validate this model using data from a previous study [3]. This study showed that lesions of the
habenula resulted in positive biases both in reward-seeking behavior (anticipatory licking) and dopamine neurons
responses to cues predictive of probabilistic rewards. In our model, an increase in baseline firing of dopamine
neurons, which was observed in the data, is sufficient to lead to optimistic biases. Taken together, our biologi-
cally inspired RL model highlights a causal impact of baseline dopamine on biasing value predictions, which may
underlie abnormalities in psychiatric patients, including altered risk preferences.
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T-20. Integrating deep reinforcement learning agents with the C. elegans ner-
vous system

Chenguang Li'2 CHENGUANG LI@FAS.HARVARD.EDU
Gabriel Kreiman? GABRIEL.KREIMAN@ CHILDRENS.HARVARD.EDU
Sharad Ramanathan'! SHARAD@CGR.HARVARD.EDU
IHarvard University

2Biophysics

3Harvard University, Center for Brains, Minds and Machines

Deep reinforcement learning (RL) has successfully trained machines to excel in video games, board games,
and robotics. It has been argued that together, deep RL and robotics can be used to study biological learning
by virtue of being embodied intelligence in the real world (Tan et al., 2021). In fact, RL itself was originally
formulated to model animal behavior (Sutton & Barto, 1998). Here we go one step further and directly interface
deep RL agents with a living neural network: that of the nematode C. elegans. We present a hybrid deep RL -
C. elegans closed-loop computational system wherein an agent reads animal states through a camera and uses
optogenetics to control neuronal activity. We trained the system to move animals to target locations. Agents
successfully learned to control the movement of three genetic lines, each with different neurons that responded
to optogenetic control. Building and training our system led to insights about which algorithmic choices mattered
in learning the task; notably, appropriate agent regularization and data augmentation were important for success.
In parallel, analyzing the policies of trained agents shed light on how neurons involved in each line could guide
target-finding. Finally, we found that neither agent nor animal was always in complete control. Instead, existing
sensory and motor systems in C. elegans integrated with RL agents to avoid obstacles during target-finding, or
to override optogenetic input when animals reached a desirable state (like a patch of food). Remarkably, these
behaviors emerged without any retraining of the system. Thus, we demonstrate that biologically-integrated deep
RL can be used to control C. elegans behavior, to learn about neuron capabilities, to find key algorithmic principles
for coordinating animal behaviors, and to study the interaction of biological and artificial neural networks.

T-21. Dynamical systems analysis reveals a novel hypothalamic encoding of
state in nodes controlling social behavior
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All animals possess a repertoire of survival behaviors, such as aggression and reproduction, that are under
strong evolutionary constraints. In vertebrates, the hypothalamus plays a key role in regulating these behav-
iors. The prevailing view of this neural system posits that hypothalamic nuclei are organized as ‘labeled lines’ —
populations of behavior-specific neurons with characteristic transcriptional and connectomic profiles. This model
seems to fit regions such as the medial preoptic area (MPOA, whose activation causes reproductive behaviors),
which contains multiple behavior-specific neuronal populations with distinct transcriptional profiles. However other
structures, such as the ventromedial hypothalamus (VMHvI, whose activation causes scalable aggression), have
rich dynamics but only weak tuning for experimenter-identified behaviors like attack and mating. We adopt an
unsupervised dynamical systems framework to characterize neural activity of ESR1 neurons in the MPOA and
VMHUVI of interacting mice in a user-unbiased manner. Strikingly, we find activity in the VMHUvI is organized by state
rather than behavior: the low-dimensional dynamics of our fit model reveal one dimension with slow-ramping dy-
namics and persistent activity that correlates with escalating aggressive or reproductive behavior. Intriguingly, the
time constant of this dimension is a strong predictor of time animals spend fighting. These ramping representa-
tions suggest a generic function for the VMHvI to encode intensity of motivational states and are compatible with
results of functional perturbation experiments. Importantly, ramping dynamics are not an arbitrary result of our
fitting process, as models fit to MPOA activity revealed states that precisely correlate with the animals’ behavior.
The low-dimensional dynamics of the MPOA contained behaviorally tuned factors that display rotational dynamics
during mating episodes, suggesting an encoding of actions rather than state. Thus, our analysis of dynamics
reveals two distinct organizations of computation in the hypothalamus, one based on action encoding populations
in MPOA and another population encoding motivational state in VMHvl.
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T-22. Isolating the role of synaptic plasticity in hippocampal place codes
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Long-term potentiation (LTP) is thought to be a key plasticity mechanism underlying the formation and mainte-
nance of hippocampal place codes. It is unclear, however, which properties of these neural codes are inherited
from upstream processing and which are learned through plasticity. To disentangle these influences on place
codes, we utilized a method for abolishing LTP specifically in hippocampal region CA1 of the adult mouse without
affecting basal synaptic processing: conditional genetic deletion of a necessary component of the postsynap-
tic membrane fusion machinery, Syntaxin3 (Stx3). Surprisingly, most hippocampal dependent behaviors were
spared by Stx3 deletion. However, mice lacking CA1 LTP did not express typical novel environment preferences.
By imaging calcium activity of CA1 neurons during a novel environment virtual reality behavior, we find that LTP is
not required to form stable neural representations of context and space. This result is accounted for by a simple
computational model that predicts stable CA1 codes can be passively inherited from upstream CA3 inputs. This
model also correctly predicts differences in place field properties between mice with and without LTP such as
place field width and the number of place fields per cell. Expanding on this hypothesis, LTP is necessary for en-
dowing population codes with the properties that are unique to CA1 but not present in CA3. First, LTP is required
for the overrepresentation of reward locations. Second, LTP is necessary for the experience dependent backward
shift of place fields in novel environments. Third, LTP is essential for the increased population activity in novel
environments. Collectively, these results suggest that LTP in CA1 serves a unique role in processing reward and
novelty, but its role in spatial coding may most often be to augment existing biases in presynaptic connectivity.

T-23. A hierarchical representation of sequences in human entorhinal cortex
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Cells in the rodent hippocampal (HP) formation contain representations of space and time. In entorhinal cortex
(EC), spatial (grid) cells are organised along a hierarchical gradient with smaller spatial scales dorsal and larger
scales ventral (homologous to a posterior-anterior axis in humans). Recent models suggest these patterns of
cellular activity might be the consequence of a more general mechanism that optimally represents the structure
of possible sequences in the world. If so, it should be possible to find similar signatures for arbitrary (non-
spatial) sequences. Using extracellular recordings in epilepsy patients, we show “position in sequence” is also
represented in HP/EC cells when subjects are asked to memorise an arbitrary sequence of stimuli. Using fMRI in
healthy volunteers (where we can train subjects on long (113 element) sequences with rich hierarchical structure),
we show that these sequence positions are represented in a factorised hierarchical form along a posterior-anterior
EC gradient, exactly as grid cells are in space. In both cells and fMRI, the EC representation of sequence position
was abstracted - it generalised over multiple sequences with different stimuli (analogous to grid cells generalising
over multiple environments). Overall, using single-unit recordings and fMRI we show that the human HP formation
contains abstracted representations of sequential structures. Moreover, these representations are organized
hierarchically along posterior—anterior axis in EC. The hierarchical levels factorised (as with grid cells). Notably,
the temporal structure of our daily life is also hierarchical: breakfast-lunch-dinner sequences form days, days form
months etc. Thus, similar representational principles of sequence hierarchy and abstraction would permit efficient
inferences and generalisations in the experiences that make up every-day life.
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T-24. Neocortical feature codes drive memory recall
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The neural basis underlying the relationship between a contextual memory and its constituent features is not
well understood,; in particular, where features are represented in the brain and how they drive memory recall. To
gain insight into this question, we developed a behavioral task where mice use features to recall an associated
contextual memory. We performed longitudinal imaging in hippocampus as mice performed this task and identified
robust representations of global context. To identify putative brain regions that provide feature inputs to the
hippocampus, we inhibited cortical afferents while imaging hippocampus during behavior. We found that while
inhibition of entorhinal inputs led to broad silencing of hippocampus, inhibition of prefrontal anterior cingulate
inputs led to a highly specific silencing of context neurons and deficits in feature-based recall. Single neurons in
AC displayed feature-selectivity as well as mixed-selectivity to combinations of features, in contrast to the strong
conjunctive tuning that was observed with CA1 neurons. These multiplexed single neuron activities gave rise to
robust population level representations of features. Interestingly, we observed that AC feature representations
1) lag hippocampus context representations during training, but 2) dynamically reorganize to lead and target
recruitment of context ensembles in hippocampus during recall. This AC-CA1 interaction is further enhanced by
the saliency of the memory, as suggested by tight coupling of feature-context ensembles in reinforced compared
to non-reinforced contexts. Together, we provide neurophysiological insights into how feature representations
emerge, stabilize, and access long-range episodic representations to drive memory recall.

T-25. Basal Ganglia feedback loops as possible candidates for generation of
beta oscillation
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An increase in beta-band frequency (13-30 Hz) activity has been observed in different nuclei of the basal ganglia
(BG) of patients with Parkinson’s disease (PD). However, recent studies have shown that beta oscillations are
not only specific to pathological conditions. They have been shown to occur during sensorimotor tasks in healthy
subjects. In this study, we used both a rate model and a spiking neural network to investigate the mechanisms
responsible for the generations of beta oscillations. Results show that using a rate model with realistic time con-
stants, the classical candidate - a recurrent network between the Subthalamic nucleus (STN) and external globus
pallidus (GPe)- produces frequencies beyond the beta range and is consequently unlikely to be the main source
of beta oscillations as previously suggested. We then propose two alternative circuits made of pallidostriatal
feedback loops that can generate network oscillations in this range. Moreover, we show that with the pathophys-
iological changes due to dopamine depletion in PD, the network can transition from a steady-state where firing
is asynchronous to a pathological state with synchronous oscillatory firing in beta-band frequencies. We explore
how each of these loops behaves around the point of transition between the normal steady-state and the oscilla-
tory regime depending on synaptic connection strengths. Finally, one by one, we add the aforementioned loops
together and show that in a complete BG network we can reproduce the oscillatory behavior and phase-locking
observed in Parkinsonian rats. Our results suggest that pathological oscillations are the product of the interactions
between two or more feedback loops.
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T-26. Neocortical long-range inhibitory neurons coordinate state-dependent
network synchronization
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Cortical activity changes dramatically upon changes in behavioral state, such as between sleep versus wake
(McGinley et al 2015). Though the mechanisms enabling these distinct modes of cortical operation remain largely
unknown, inhibitory neurons (INs) have been suggested repeatedly as a regulator of behavioral-state dependent
neocortical activity (Batista-Brito et al 2018, Cardin et al 2019, Bugeon et al 2021). Here we investigate how a
unique subpopulation of long-range INs impact cortical states. These cells are defined by the co-expression of
somatostatin (SST) and neuronal nitric oxide synthase (nNOS), namely SST/nNOS cells. Although they consti-
tute a very small minority of neocortical INs, SST/nNOS cells are evolutionarily old and conserved from reptiles
to humans. Further, they have unique morphology for neocortical INs, with long-range projections that span mil-
limeters and cross cortical areas (Tomioka et al 2005).Their remarkably distinctive features and deep evolutionary
conservation suggest that SST/nNOS cells play an important role in neocortical function. Until recently, the ge-
netic targeting of SST/nNOS cells has been difficult. We have used intersectional genetic tools to manipulate
neocortical SST/nNOS cells in mice to interrogate their in vivo functional roles. Using 2-photon calcium imag-
ing with high precision state monitoring, we find that SST/nNOS cells are specifically active during low-arousal
states characterized by low movement and synchronized local field potentials. Using optogenetic manipulation
of SST/nNOS cells in combination with in vivo extracellular recordings we show that the activity of SST/nNOS
cells is sufficient to induce a synchronized network state, with both increases in low-frequency LFP power and
increases in spiking entrainment to these low-frequencies. These observations are specific to SST/nNOS cells as
optogenetic activation of SST+/nNOS- cells leads to reduced neocortical network synchrony.

T-27. Metastable circuit dynamics explains optimal coding of auditory stimuli
at moderate arousals
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Behavioral states in humans and animals vary over time, and these shifts alter cortical processing and cognitive
function. For example, one striking result is an observed inverted-U relationship between arousal and perfor-
mance on signal detection tasks. However, there is currently a need for mechanistic models that can explain
these state-dependent effects. Here we address this challenge in the context of arousal-dependent auditory pro-
cessing in rodents. In experiments where mice were presented tones of different frequencies, we found that
frequency information could be best decoded from population activity during states of moderate arousal, com-
pared to either low or high arousal. We explain the computational mechanism of this optimal stimulus processing
with a spiking network model composed of excitatory and inhibitory cells arranged in clusters. Neural activity in
this circuit unfolds through metastable attractors representing transiently activated neural assemblies. By model-
ing varying arousal levels as perturbations to excitatory cells’ baseline external inputs, we show that increasing
input heterogeneity modulates stimulus decoding in a manner consistent with the data. That is, intermediate lev-
els of heterogeneity — modeling intermediate arousals — yield optimal discriminability. Moreover, comparison to
a model with homogeneous architecture reveals that clustered organization is necessary to explain the observed
inverted-U relationship between decoding performance and arousal. Using mean-field theory, we then show that
variations in stimulus decoding arise due to a perturbation- (i.e, arousal-) induced shift in the dynamical regime
of the circuit. Increasing arousal in the model from low to moderate levels accelerates the network’s metastable
dynamics, leading to an optimal coding regime. But at high arousals, metastable dynamics disappear and de-
coding performance degrades, explaining the empirical results. Beyond the current application, the framework
we present can be extended to understand context-dependent neural computation more broadly. For example, it
could be utilized to study pharmacologically- or optogenetically-induced shifts in cortical state.
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T-28. Large retinal populations are collectively organized to efficiently pro-
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Sensory systems are adapted to efficiently process natural stimuli. Such adaptation has been particularly well
documented in the retina. Theoretical and experimental studies have demonstrated that multiple properties of
retinal coding and architecture — from receptive field (RF) shapes to RF mosaic alignment — are optimized for
efficient sensory coding. These adaptations have been primarily studied in small regions of the retina, however
stimulus statistics vary systematically across the entire visual field (VF). It therefore remains unknown whether the
collective structure of large neural populations, such as those covering the entire VF, could be shaped by global
statistics of natural scenes.

A particularly salient global property of the natural VF is the contrast inhomogeneity. Local contrast increases
with elevation and rapidly drops-off at the horizon, inducing changes in signal-to-noise ratio (SNR) of the pho-
toreceptor output. To understand how SNR variation could globally shape RFs of retinal ganglion cells (RGCs),
we developed an encoding model related to the predictive coding (PC) theory. The theory postulates that RGCs
recode photoreceptor output to minimize the metabolic cost of information transmission. Our model predicts two
kinds of change in RF shapes induced by the contrast variation: increase of the surround strength along the
VF elevation, and concentration of asymmetric RFs at the horizon. To test these predictions, we established a
novel epi-fluorescent imaging approach that enables simultaneous recording of approximately 1000 neurons per
field-of-view. Using this novel technique, we mapped RFs of 26558 RGCs, distributed across the entire VF.

We found that large-scale retinal organization closely recapitulates theoretical predictions. The relative strength of
the surround increases along the dorso-ventral axis, while the RGCs with vertically asymmetric RFs form a streak
along the horizon line. Our results demonstrate that the statistics of natural scenes can shape the organization of
neural populations at a previously unappreciated scale.

T-29. A two-way luminance gain control in the fly brain ensures luminance
invariance in dynamic vision
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For visual perception to be unaffected by viewing conditions, animals must adapt their sensitivity to changing
visual statistics, such as mean illumination. Consistently, photoreceptors in many species control their luminance
gain and encode relative changes in luminance [1,2], termed contrast. However, this early gain control is in-
sufficient for luminance invariant contrast estimation in dynamic conditions. Sudden transitions to dim or bright
environment would lead to an erroneous, reduced or enhanced perception of contrasts, thus imposing a two-way
challenge on contrast estimation. Yet, visual behaviors are luminance invariant [3,4], and it is not understood
how the brains achieve such invariance. In fruit flies, a distinct visual pathway preserves luminance information
past photoreceptors and enhances contrast estimation in sudden dim light [4]. Here, we show that the pathway
implements a generalized gain correction to tackle the two-way contrast coding deficits in dynamic conditions.
When blocking the output of the luminance-sensitive interneurons L3, the flies underestimate large contrasts in
sudden dim light and overestimate smaller contrasts in sudden bright light. Furthermore, the gain correction im-
proves visibility of very dim stimuli at all contrasts. To explain how the gain correction is implemented in these
widely differing scenarios, we formulated an algorithmic model. Here, the luminance channel plays a dichotomous
role: when correcting contrast deficits in dynamic conditions, it interacts with contrast signals in a multiplicative
way; in absolute dim light, it acts as an independent contrast channel to improve signal detection. Together, our
work combines experimental and computational modelling approaches to demonstrate how post-receptor gain
correction is key to perceptually relevant vision. Given that visual systems of all behaving animals face similar
challenges, and that luminance information is preserved in the vertebrate retina too [5], the corrective gain control
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might be a universal strategy of visual systems.

T-30. Direct measurement of whole-brain functional connectivity in C. elegans
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Understanding how neural perturbations propagate in the nervous system is important for understanding neural
dynamics, to elucidate specific circuits, and to reveal how neuroanatomy relates to neural function. Here, we
systematically perturb individual neurons in C. elegans while measuring the responses of all neurons in its brain
in order to directly measure functional connectivity at brain scale and cellular resolution. Specifically, we measure
the sign, strength, direction, and temporal properties of the connections between neurons. We present a prelim-
inary functional connectome, currently with 68 neuron classes from 24 animals (including mutants), comprising
more than half of all neuron classes. Our preliminary atlas comprises more than 900 stimulation-whole-brain-
response events. We investigate the stereotypy and timescale of evoked responses in the network, and compare
connections to the known connectome and gene expression data. We explore in detail the role of one specific
well-characterized neuron, RID, which outputs neural signals almost exclusively via extrasynaptic communication.
We use this neuron to both validate our system and compare against predictions from gene expression data. We
identify 20 neurons that respond to RID activation at timescales consistent with extrasynaptic communication.
18 of them were predicted from recent gene expression data (CeNGEN) to express receptors for transmitters
released by RID, and two more were predicted to receive indirect signals from RID. This demonstrates that our
direct measures of functional connectivity resolve wireless signaling between neurons that would not otherwise
be visible in the wired connectome.

T-31. Optogenetic mapping of circuit connectivity in the motor cortex during
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Behavior-related neural dynamics in the frontal cortex is an emergent property of network connectivity. The net-
work structure at the level of individual neurons, and its relationship to neural coding are largely unknown. We
developed an optical method for rapid (500k pairwise connections / 30 minutes) mapping of effective connectivity
in the neocortex in vivo. To this end, we combined 2-photon optogenetic stimulation of individual excitatory neu-
rons and measurement of responses in non-stimulated neurons (‘effective connection’) using 2-photon volumetric
calcium imaging. We applied this method in anterior lateral motor cortex (ALM) in a novel behavioral task in which
untrained mice performed multidirectional tongue-reaching for water rewards presented at multiple (up to 25) lo-
cations on a grid in front of the mouse face. A majority of ALM neurons were modulated by task variables with
a subset of neurons (~25%) exhibited strong tuning to the reward location. Specifically, some neurons showed
tuning to direction of the reward location with respect to the mouse face, whereas other neurons were selective
for particular reward locations. We then mapped effective connectivity between 10,000,000 pairs of layer 2/3
neurons imaged in this task. Nearby neurons were more strongly connected and shared directional selectivity, re-
vealing a fine-scale columnar architecture. We next analyzed effective connectivity between these neurons using
methods borrowed from network science. The distribution of the number of out-degree connections could not be
explained by random connectivity, but instead displayed a long tail — with a subset of neurons having unexpectedly
large numbers of connections. These hub neurons had weak tuning to reward location, showed highly reliable
responses on a trial-by-trial basis, and exhibited a strong influence on neighboring neurons. Hub neurons may
act as local conductors of the neural orchestra.
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Sensory systems reliably process incoming stimuli in spite of changes in context. Most recent models accredit this
context invariance to an extraction of increasingly complex sensory features in hierarchical feedforward networks.
Here, we study how context-invariant representations can be established by feedback rather than feedforward
processing. We show that feedforward neural networks modulated by feedback can dynamically generate invari-
ant sensory representations. The required feedback can be implemented as a slow and spatially diffuse gain
modulation. The invariance is not present on the level of individual neurons, but emerges only on the population
level. Mechanistically, the feedback modulation dynamically reorients the manifold of neural activity and thereby
maintains an invariant neural subspace in spite of contextual variations. Our results highlight the importance of
population-level analyses for understanding the role of feedback in flexible sensory processing.

T-33. Dynamic causal communication channels between neocortical areas
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Dynamic pathways of information flow between distributed brain regions underlie the diversity of behavior. How-
ever, it remains unclear how neuronal activity in one area causally influences ongoing population activity in an-
other, and how such interactions change over time. Here we introduce a causal approach to quantify cortical
interactions by pairing simultaneous electrophysiological recordings with neural perturbations. We found that the
influence primary visual cortex (V1) and higher visual area LM had on each other was surprisingly variable over
time. Both feedforward and feedback pathways reliably affected different subpopulations of target neurons at
different moments during processing of a visual stimulus, resulting in dynamically rotating communication dimen-
sions between the two areas. The influence of feedback on V1 became even more dynamic when visual stimuli
were behaviorally relevant and associated with a reward, impacting different subsets of V1 neurons within tens of
milliseconds. Importantly, these fast changes in inter-areal influences were in stark contrast to, and could not be
explained by, the much slower dynamics of activity in either area. To understand the function of dynamically rotat-
ing communication dimensions, we used a linear dynamical system to model the recurrent dynamics and external
inputs that shape V1 activity. We found that the fast rotation of feedback communication dimensions momentarily
aligned feedback influences with dynamical modes in V1 and with the visual input, creating a selective, transient
time window for signal integration. Interestingly, only during this brief (&It;100 ms) time window, the feedback input
to V1 was relevant for behavioral performance in a visual discrimination task. In summary, using a causal method
for measuring long-range cortical interactions, we found that communication subspaces between visual areas are
dynamically rotating. This rotation leads to momentary alignment of external inputs with V1 dynamics, consistent
with the formation of transient windows for signal integration and sensory processing.

T-34. The secret Bayesian lives of ring attractor networks
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Efficient navigation requires animals to track their position, velocity and heading direction (HD). Some animals’
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behavior suggests that they also track uncertainties about these navigational variables, and make strategic use of
these uncertainties, in line with a Bayesian computation. Ring-attractor networks have been proposed to estimate
and track these navigational variables, for instance in the HD system of the fruit fly Drosophila. However, such
networks are not designed to incorporate a notion of uncertainty, and therefore seem unsuited to implement
dynamic Bayesian inference. Here, we close this gap by showing that specifically tuned ring-attractor networks
can track both a HD estimate and its associated uncertainty, thereby approximating a circular Kalman filter. We
identified the network motifs required to integrate angular velocity observations, e.g., through self-initiated turns,
and absolute HD observations, e.g., visual landmark inputs, according to their respective reliabilities, and show
that these network motifs are present in the connectome of the Drosophila HD system. Specifically, our network
encodes uncertainty in the amplitude of a localized bump of neural activity, thereby generalizing standard ring
attractor models. In contrast to such standard attractors, however, proper Bayesian inference requires the network
dynamics to operate in a regime away from the attractor state. More generally, we show that near-Bayesian
integration is inherent in generic ring attractor networks, and that their amplitude dynamics can account for close-
to-optimal reliability weighting of external evidence for a wide range of network parameters. This only holds,
however, if their connection strengths allow the network to sufficiently deviate from the attractor state. Overall,
our work offers a novel interpretation of ring attractor networks as implementing dynamic Bayesian integrators.
We further provide a principled theoretical foundation for the suggestion that the Drosophila HD system may
implement Bayesian HD tracking via ring attractor dynamics.

T-35. A hindbrain ring attractor network that integrates heading direction in
the larval zebrafish
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To successfully navigate their environment, animals may generate an internal, abstract and stable representation
of the environment that can be updated based on sensory cues, such as visual landmarks or vestibular feedback,
or internally generated motor commands. In mammals, neurons that fire when the animal faces a particular
direction in the world reference frame have been recorded in mammillary bodies and entorhinal cortex. The
heading direction can be read out using a weighted sum of the activation of those cells. This dynamics is well
described by a “ring attractor” model: the network has an attractor with a ring topology in its phase space,
positions along the ring represent the heading direction, and input signals translate the network activation along
this circular attractor. Although this model has found remarkable validation in the Drosophila ellipsoid body,
the precise anatomical dissection of a ring attractor circuit has been elusive in the vertebrate brain. Here we
describe a group of ~100 GABAergic neurons in the anterior hindbrain (aHB) of the larval zebrafish with highly
constrained dynamics lying on a ring manifold in phase space. Clockwise and counterclockwise shifts along this
manifold happen when the fish performs left and right movements, so that the network phase keeps track of
current heading direction. This heading representation is stable over tens of minutes even without external visual
or vestibular feedback. We show that neurons are anatomically organized according to their proximity in activity
space and connect with each other in the interpeduncular nucleus (IPN), a structure implicated in navigation
in fish and mammals. Moreover, their morphologies suggest a mechanistic model for the organization of the
ring network dynamics. Together, our data represent the first observation of a full ring attractor network with an
anatomical organization that integrates heading direction in the vertebrate brain.

T-36. A reservoir of timescales in random neural networks
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The temporal activity of neural circuits exhibits fluctuations simultaneously varying over a large range of timescales
(Murray et al. 2014). Recent experimental evidence presents a heterogeneity of timescales across neurons
within the same local cortical circuit, ranging from milliseconds to minutes (Bernacchia et al. 2011). While this
phenomenon is well documented, the underlying neural mechanism is still unknown. We present a novel ran-
dom neural network whose units represent functional neural clusters of different sizes, given by a heterogeneous
distribution of self-couplings. We find that the network activity varies over multiple timescales spanning several
orders of magnitude. When the self-couplings are strong and heterogeneous, a reservoir of numerous timescales
emerges in the chaotic phase, where a neural cluster’s timescale is proportional to its self-coupling. In the limit
of large size, the dynamics of a network cluster can be studied analytically, revealing a new metastable regime
described by colored noise-driven transitions between potential wells. In this regime, we provide a novel analytical
treatment for recurrent neural networks, capturing their time-dependent metastable dynamics. When driving such
a network with a time-dependent broadband input, given by a superposition of multiple frequencies, slow and fast
neural clusters preferentially entrain slow and fast input frequencies, respectively, thus providing a potential mech-
anism for spectral demixing in cortical circuits. Our work establishes the basis of a novel framework for studying
heterogeneity of timescales in neural circuits as well as artificial neural networks, highlighting the advantages of
generating multiple timescales for encoding complex time-varying signals.

T-37. Orbitofrontal cortex is required to infer hidden task states during value-
based decision making
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The orbitofrontal cortex (OFC) has long been considered critical for value-based decision making, but its precise
role is a point of contention. One hypothesis is that OFC computes subjective value and drives economic choice
[1]. A second hypothesis is that OFC represents a cognitive map or state space (i.e., a representation of the
different states in a task and the transitions between them) [2]. We trained rats on a novel temporal wagering
task with partially hidden states (blocks of trials with low or high rewards). Rats must determine how long to wait
for a reward, providing an explicit behavioral readout of subjective value. Rats’ wait times are modulated by both
the offered reward volume and the hidden block. Bilateral muscimol inactivation of lateral OFC (IOFC) reduces
modulation of wait time by block but does not impair modulation of wait time by reward volume. This suggests
that IOFC is necessary to infer the current block based on knowledge of the task structure but is not required
to compute subjective value, per se. We extend these findings using behavioral modeling to address how IOFC
contributes to inference. We fit a behavioral model that uses Bayes’ Rule to predict the identity of the current
block. The model includes parameters representing the opportunity cost in each block (which dictates the wait
time in different blocks), and a parameter capturing the extent to which rats use an optimal prior, which contains
knowledge about block length and transition probabilities. Results suggest that rats use a less informative prior
when IOFC is inactivated, but other parameters are not affected. Electrophysiological recordings from IOFC reveal
encoding of hidden states (blocks). These data suggest that IOFC promotes the use of a prior that incorporates
knowledge of the task structure for inferring partially observable states of the environment.

T-38. Reorganizing cortical learning: a cholinergic adaptive credit assign-
ment model
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The cholinergic system has been associated with learning, but also with cognitive decline in dementia and aging.
Yet, to date no computational models have been put forward to explain how the cholinergic system contributes
to both learning and cognitive decline. Here we introduce a model that combines a recently proposed biologi-
cally plausible model of credit assignment with a cholinergic adaptive module based on adaptive deep learning
rules. Using a multi-class perceptual discrimination task we show that cholinergic adaptive learning leads to rapid
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learning when compared with non-adaptive models. Our results suggest that this is a consequence of the reor-
ganizing effect that these forms of adaptive learning have, which encourages the network to develop distributed
neuronal representations with mixed-selectivity. As a consequence, we show that the network becomes more
robust to perturbations such as simulated cell death. Moreover, we demonstrate that in order to obtain such rapid
and robust learning, it is not sufficient for cholinergic modulation to operate at a purely global level, suggesting
an important function for local sources of acetylcholine in the cortex, such as ChAT-VIP interneurons. Overall,
our work provides a novel theoretical framework for cellular-systems neuroscience with which to link cholinergic
modulation of cortical learning to its function in health and disease.

T-39. Integrating information and reward into subjective value: humans, mon-
keys, and the lateral habenula
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Humans and several animal species, including monkeys, rats, and pigeons, are often strongly motivated to seek
information about uncertain future rewards. Remarkably, they prefer information even when it has no objective
value for controlling the outcome, suggesting that information has subjective value of its own. In recent years there
has been an explosion of research on information seeking in humans and animal models. However, a critical
unanswered question is whether the computations that assign subjective value to information are conserved
between humans and other species. If so, we could leverage animal models to uncover the neuronal populations
that are responsible for conserved information value computations and their causal influence on decisions.

To address this, we designed analogous multi-attribute information choice tasks for humans and monkeys. Individ-
uals choose between options with multiple attributes, including cues that are either informative or non-informative
about future outcomes, and different probability distributions of rewards (money for humans, juice for monkeys).
This let us measure and model the subjective value individuals assign to information; how they compute informa-
tion value using reward uncertainty, expected reward, and other attributes; and integrate information and reward
into the total value of an option. We find human and monkey value computations are remarkably similar on all
these fronts.

We then investigated the neuronal networks responsible for these value computations by recording in monkeys
in two interconnected areas with information-related activity, the anterior/ventral pallidum (Pal) and lateral habe-
nula (LHb). Both areas respond to all attributes needed for decisions, but only LHb predominantly integrates
information and reward in a manner resembling subjective value. Furthermore, trial-to-trial fluctuations in LHb
value signals predict ongoing decisions, while electrical stimulation coincident with LHb value signals modifies
ongoing decisions. Our results thus implicate LHb in conserved information value computations that guide online
decisions.

T-40. The emergence of fixed points in interlimb coordination underlies the
learning of novel gaits in mice

Heike Stein!»? HEIKE.C.STEIN@GMAIL.COM
Andry Andrianarivelo:4 ANDRY.ANDRIANARIVELO@PARISDESCARTES.FR
Jeremy Gabillet® JEREMY.GABILLET@GMAIL.COM
Clarisse Batifol3 CLARISSE.BATIFOL@GMAIL.COM
Michael Graupner? MICHAEL.GRAUPNER@ PARISDESCARTES.FR
N Alex Cayco Gajic® NATASHA.CAYCO.GAJIC@ENS.FR

LEcole Normale Superieure

2Group of Neural Theory

3Universite de Paris

4SPPIN - Saints-Peres Paris Institute for the Neurosciences, CNRS
5ecole Normale Superieure

Complex motor behaviors involve the precise coordination of different body parts. While motor coordination has
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been extensively studied in expert animals, the behavioral and neural processes involved in its emergence through
learning are still not well understood. To answer this question, we combined longitudinal behavioral analyses with
population recordings from the cerebellum, which is a key region for movement coordination and motor learning.
We trained mice to walk on a motorized runged treadmill over multiple days while Ca2+-activity was recorded
from cerebellar molecular layer interneurons (MLIs). Motorization and rungs obliged mice to walk slower and with
different stride lengths than in their natural gait. High-speed behavioral video recordings allowed us to extract
paw trajectories and to assess how mice learned to control stepping patterns in this novel task that required
coordination both between limbs, and the coordination of single limbs with the runged treadmill. Over learning,
mice acquired a novel gait pattern (lateral sequence walk) not typically used for locomotion. We found that
across animals, fixed pairwise swing-stance phase differences between limbs emerge over days. Using a neural
population decoder, we show that cerebellar MLIs encode pairwise phase differences of limbs. We finally asked
whether fixed pairwise phase relationships emerge through stronger interlimb coupling or rather by an increase
in regularity of single-paw stepping patterns. To address these possibilities, we fit paw position dynamics to a
coupled oscillator model in which intrinsic frequencies change stochastically according to a Hidden Markov Model
(HMM). With this model we find that over learning, mice adjust single-limb stepping frequencies so that fixed-point
dynamics in interlimb coordination become possible.

T-41. Differential encoding of innate and learned behaviors in the sensorimo-
tor striatum
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We can perform a diverse range of innate and learned behaviors — from running and jumping to a swift tennis serve
— with remarkable coordination and grace. While skillful execution of innate and learned behaviors is supported by
sensorimotor striatum, how this region encodes behavior remains poorly understood. Studies based on learned
skills suggest striatal neurons represent skills as neural sequences, with each neuron locked to a feature of the
stereotyped motor output. However, whether this coding scheme generalizes to innate behaviors or emerges
through learning is not known. One possibility is that striatum functions as a general controller and codes for
movement kinematics similarly across innate and learned behaviors. Such a scheme, however, may cause neural
interference if kinematically similar movements appear in distinct action types. A degenerate kinematic code, in
which similar behaviors are represented differently depending on context, may solve this problem.

To arbitrate between these coding schemes, we combined in-vivo electrophysiology with whole-body 3D kinematic
recordings in behaving rats expressing both a learned skill and spontaneous natural behaviors. Examining the
striatal code for natural behaviors, we identified a subpopulation of neurons that were tuned to specific behaviors,
such as rearing and grooming. Activity of these neurons was well-described by whole-body movement kinematics,
with ‘trial-by-trial’ activity during a given behavior comparably precise to what has been described for learned skills.
Comparing this subpopulation to that encoding movement kinematics in the learned skill revealed an overlap.
Intriguingly, we found that similar movements exhibited during innate and learned behaviors were associated with
different patterns of activity. This suggests that striatum has a precise but degenerate kinematic code that is a
function of context. This many-to-one mapping between activity and behavior may thus afford the motor system
the flexibility to refine behaviors in context-specific ways without undue interference across behavioral domains.

T-42. Deep neural network modeling of a visually-guided social behavior
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An important problem in systems neuroscience is to understand how animals transform complex, high-dimensional
sensory inputs into neural signals that drive behavior. Here we propose a novel modeling approach for this senso-
rimotor transformation to identify a one-to-one mapping between real and model neurons. Our approach involves
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training a deep neural network to produce behavioral data from a range of different inactivation experiments. Cru-
cially, we train the model while perturbing its hidden units with the same perturbations applied to neural activity—a
process we call ‘knockout’ training. We applied this approach to understand the sensorimotor transformation of
Drosophila melanogaster males during a complex, visually-guided social behavior. We explicitly modeled a pop-
ulation of visual projection neurons known as Lobula Columnar or LC cells (Wu et al., eLife 2016), which receive
inputs from the optic lobes and send their axons to the central brain. Our model identified a one-to-one mapping
from model neurons to LC cells, providing an overview into how LCs coordinate their activity to transform visual
input to drive behavior. We verified that the model correctly predicted responses recorded from LC neurons—even
though the model had no access to neural recordings during training. We then systematically analyzed our model
and found that most of the model LCs had mixed selectivity and contributed to multiple behavioral actions (e.g.,
movement and song production). This suggests that, contrary to the current prevailing view, LC neurons form a
distributed population code to sculpt social behavior. Overall, we propose a novel modeling framework for relat-
ing deep neural network models to real neurons and to shed light on the neural computations performed during
sensorimotor transformations.

T-43. The synaptic origins and functional role of diverse cortical responses
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Spike trains recorded from the cortex of behaving animals can be complex, highly variable from trial to trial, and
therefore challenging to interpret. A fraction of cells exhibit obvious trial-averaged, task-related responses such
as pure tone frequency tuning in auditory cortex. However, a substantial number of cells do not appear to fire in a
task-related manner and are often neglected from analysis. Previous work used a novel single-trial, spike-timing-
based analysis to show that both classically and non-classically responsive cortical neurons contain significant
information about sensory stimuli and behavioral decisions suggesting that non-classically responsive cells may
play an underappreciated role in perception and behavior. A recent study presented at Cosyne 2021 introduced
a novel, task-performing spiking recurrent neural network (RNN) model incorporating excitatory and inhibitory
spike-timing-dependent plasticity (STDP) that successfully recapitulates the distribution of classically and non-
classically responsive neurons measured from the cortex of behaving animals. Here, we leverage this model to
explore the synaptic origin and functional contribution of heterogeneous response profiles. Detailed inactivation
experiments revealed that both response types contribute to task performance albeit via distinct mechanisms
providing evidence for a double-dissociative function of these subpopulations. Excitatory and inhibitory plasticity
rules independently increased the fraction of non-classically responsive units however both were required in tan-
dem to improve performance and maintain engagement of all network units. We discovered unique local synaptic
signatures that explain the heterogeneity of single-unit response profiles and made predictions that we compared
to in vivo whole-cell recordings taken from the auditory cortex of behaving animals. Remarkably, parameters
derived in silico accurately predicted the spiking response profiles of individual in vivo neurons. Our approach
successfully accounts for the synaptic origins of heterogeneous neural responses and provides a powerful lens
for exploring large-scale neuronal dynamics and the plasticity rules that shape them.

T-44. Correlation-based motion detectors in olfaction enable turbulent plume
navigation

Nirag Kadakia NIRAG.KADAKIA@YALE.EDU
Damon Clark DAMON.CLARK@YALE.EDU
Thierry Emonet THIERRY.EMONET@YALE.EDU

Yale University

COSYNE 2022

47



T-45 — 1-001

Insects navigate to odor sources by combining information from the intensity, timing, and spatial distribution of
odor encounters. One key information stream is the difference in odor signals between the antennae. This
bilaterally-resolved information enables gradient sensing, helping navigation in simple environments like static
odor ribbons.

In turbulent plumes, however, gradients are of limited use since they are hard to resolve and carry little informa-
tion about the source location. Here, we have discovered a distinct role for bilateral odor sensing—detecting the
direction of motion of odors. This discovery was enabled by decoupling wind from odor using spatially and tempo-
rally precise optogenetic stimulation of freely-moving Drosophila. We used stimuli previously designed for visual
motion detection studies, which decompose natural stimuli landscapes into their “building blocks” of spatiotem-
poral correlations. Using this paradigm, we demonstrate that flies compute the direction of odor motion using a
correlation-based algorithm equivalent to the Hassenstein-Reichardt correlator (HRC) proposed to describe mo-
tion detection in vision. Moreover, we replicated “olfactory illusions” analogous to the well-known "reverse phi"
visual illusion, providing direct evidence of correlation-based motion detection outside of vision.

What is the value of odor direction sensing for navigation in the natural world? Is odor motion simply redundant
with the wind? We use computational modeling to show that odor motion is a critical information stream in turbulent
plumes, complementary to the wind direction. We then use a novel paradigm to present fictive plumes with
artificially reversed odor motion, finding that navigation is significantly degraded. Finally, simulations of olfactory
navigators in silico revealed that odor motion significantly improves previously-proposed navigation algorithms.
Our work (1) reveals a critical role for bilaterality in olfaction; (2) shows that olfactory navigation exploits odor
motion direction independent of wind direction; and (3) provides direct, causal evidence for analogous motion
computations in olfaction and vision.

T-45. A temporal context model of spatial memory
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Decades of research have shown that temporal encoding context is a powerful organizing principle in memory.
When remembering lists of words, subjects tend to recall items together that were presented in nearby list po-
sitions (“temporal clustering”). The retrieved context framework explains these results by assuming that new
memories are stored along with a slowly changing context representation, which cues similar memories at re-
trieval. Outside of the laboratory, our experiences unfold over both time and space, raising the question of how
spatial context affects memory organization. Studies using virtual environments to simulate a varying spatial en-
coding context, show that spatial distances likewise organize subjects’ memories, such that subjects recall items
together that were encoded in nearby spatial locations. Unlike temporal recall organization, this “spatial clustering”
effect depends on a learned cognitive map of an environment’s spatial layout. The hippocampus has been im-
plicated in both spatial navigation and episodic memory, and the discovery of hippocampal place cells, time cells
and concept cells has motivated an ongoing effort to establish an overarching theory of MTL function. Here, we
present a formal computational model that (1) learns spatial maps from a slowly changing temporal context vector
and (2) stores and retrieves individual items along with their spatio-temporal context. By running simulations, we
show that our model acquires spatial knowledge over time, resulting in both spatial and temporal clustering effects
during episodic recall. As such, our model provides a parsimonious, unified account of cognitive mapping and
episodic memory in medial temporal lobe circuits.

1-001. Signatures of rapid synaptic learning in the hippocampus during novel
experiences
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Neurons in the hippocampus exhibit striking selectivity for specific combinations of sensory features, forming
representations which are thought to subserve episodic memory. Even during a completely novel experience,
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ensembles of hippocampal “place cells” are rapidly configured such that the population sparsely encodes visited
locations, stabilizing within minutes of the first exposure to a new environment. What cellular mechanisms enable
this fast encoding of experience? Recent work has implicated a novel “behavioral-timescale” synaptic plasticity
(BTSP) rule in hippocampal area CA1 which can rapidly modify neuronal tuning, but it remains unclear how
ubiquitous this mechanism is during novel learning.

We leveraged virtual reality and large scale neural recordings to dissect how novelty and experience affect the
dynamics of place field formation. We show that the place fields of many CA1 neurons transiently shift locations
and modulate the amplitude of their activity immediately after place field formation, rapid changes in tuning that are
predicted by BTSP. Place fields exhibited firing motifs consistent with underlying plateau potentials and somatic
burst spiking, and these signatures were particularly enriched during initial exploration of a novel context and
decayed with experience. Our data indicate that novelty modulates the effective learning rate in CA1, favoring
burst-driven field formation to support fast synaptic updating during new experience.

To probe the mechanisms underlying these transient representational changes, we also recorded calcium dy-
namics from axonal projections of the locus coeruleus (LC) as they terminate in CA1, using the same context
switching paradigm. Exposure to the novel environment briefly altered the pattern of LC activation, congruent with
the hypothesis that broader novelty detection circuits may open a temporary window of heightened plasticity via
adjusting neuromodulatory tone. In CA1, we suggest one consequence of this may be to transiently increase the
probability of plateau potentials, which could upregulate BTSP during novel experiences.

1-002. Differential effects of time and experience on hippocampal represen-
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Nitzan Geval-2 NITZAN.GEVA@WEIZMANN.AC.IL
Alon Rubin?® ALON.RUBIN@WEIZMANN.AC.IL
Yaniv Ziv! YANIV.ZIV@WEIZMANN.AC.IL

IWeizmann Institute of Science, Israel
2Brain Science

Hippocampal place-cell activity is thought to support the formation of a cognitive map that allows the association
of an event to its spatial context. It has long been thought that within familiar spatial contexts, such neuronal
representations should be stable over time, and that individual place cells should retain their coding properties.
However, recent findings have demonstrated that hippocampal codes gradually change over timescales of minutes
to weeks. Several studies have suggested that this gradual drift in the ensemble activity patterns of hippocampal
neurons could serve as a mechanism for the encoding of the temporal aspect of episodic memory, by linking
or separating in memory experienced events based on their temporal proximity. These findings raised several
fundamental questions: What are the contributions of the passage of time and the amount of experience to
drift in hippocampal representations? To what extent are different aspects of place-code stability affected by
time and experience? To address these questions, we used Ca2+ imaging to record CA1 activity in mice that
repeatedly explored two familiar environments. The different environments were visited at different intervals (every
2 or 4 days), which allowed distinguishing between the contribution of time and experience to representational
drift. We found that time and experience differentially affected distinct aspects of hippocampal place codes:
changes in activity rates were mostly affected by time, whereas changes in spatial tuning were mostly affected
by experience. Overall, our results demonstrate that the time-driven changes in activity rates are shared across
contexts while experience-driven changes in tuning are context-specific. These findings suggest that different
biological mechanisms underlie different aspects of representational drift in the hippocampus.

1-003. Time cell encoding in deep reinforcement learning agents depends on
mnemonic demands
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The representation of “what happened when” is central to encoding episodic and working memories. Recently
discovered hippocampal “time cells” are theorized to provide the neural substrate for such representations by
forming distinct sequences that encode both time elapsed and sensory content. However, while multiple neuro-
physiological studies have presented contradictory results on the role of “time cells” in memory, little work has
directly addressed this discrepancy. Here, we hypothesize that this discrepancy is a result of different studies

COSYNE 2022 49



1-004 - 1-005

using tasks that involve different cognitive demands, which affect what the brain optimizes for, and thus, the emer-
gence and informativeness of “time cells”. To test this, we trained deep reinforcement learning (DRL) agents on
a simulated trial-uniqgue nonmatch-to-location (TUNL) task, and analyzed the activities of artificial recurrent units
using neuroscience-based methods. We show that, after training, representations resembling “time cells” natu-
rally emerged in the artificial recurrent units. Furthermore, using a modified version of the TUNL task that did not
require the agent to remember the sample during the delay period, we show that a task with memory demands is
necessary for the “time cells” to encode information about the sensory stimuli for long periods of time. Our findings
help to reconcile current discrepancies regarding the involvement of “time cells” in memory-encoding by providing
a computational, normative explanation. Our modelling results also provide concrete experimental predictions for
future studies.

1-004. Hippocampal networks support continual learning and generalisation
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The ability to continually adapt to the environment is key for survival. How the brain learns continuously while
retaining previous knowledge is not known. Using a combination of neural and behavioural data analysis together
with deep learning modelling, we studied the role of the hippocampus in continual spatial reinforcement learning.
First, we introduce a deep recurrent Q-learning agent consistent with the hippocampal architecture (hcDRQN)
along with three control models: a non-recurrent model (hcDQN) and two standard machine continual learning
algorithms. We trained all these reinforcement learning agents in a virtual environment with partial observability
mimicking the experimental neuroscience setup. Our results show that not only does the hcDRQN model achieve
the best performance across tasks, but that is the model that best captures animal behaviour during continually
interleaved ego- and allocentric tasks. Next, we used demixed Principal Component Analysis (dPCA) to analyse
neural recordings from 612 neurons of hippocampal CA1 as animals were trained over multiple days on the same
ego-allocentric tasks. We found that CA1 neurons encode reward, task rule and time specific components. Next,
we performed the same dPCA analyses in our reinforcement learning models, which show that hcDRQN is the
model that best captures the neural data. Finally, to test how well the different models learnt ego-allocentric tasks
we conducted a range of generalisation tests in which hcDRQN clearly outperformed all the other models. Overall,
our results suggest that hippocampal networks support continual learning in the brain.

1-005. The dynamical regime of mouse visual cortex shifts from cooperation
to competition with increasing visual input
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Recent experiments have revealed that visual cortex operates as an inhibition-stabilized network (ISN), in which
unstable excitatory coupling is balanced by strong inhibition. Computational models like the stabilized supralinear
network (SSN) describe the mechanisms behind this regime, and also postulate that a transition occurs from
non-ISN to ISN dynamics with increasing visual input. However, while some studies find input-dependent effects
that support a shift in dynamical regime, others have shown ISN-like dynamics in the spontaneous state, leaving
open questions about the existence and nature of such a transition, and how it might be measured experimen-
tally. To resolve these unknowns, we combined photostimulation experiments in mouse primary visual cortex and
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computational network modelling to study cortical dynamics over different visual input levels. We performed simul-
taneous all-optical recordings and stimulation of groups of L2/3 excitatory neurons to infer the influence of each
stimulated neuron on the local excitatory network. Focusing on this influence as a function of signal correlation,
we observed a shift from an excitatory influence at spontaneous and low-input regimes to an inhibitory influence
with high visual input. To elucidate the circuit mechanisms behind these results, we modelled the perturbation
experiments using a rate network. We observed that this shift in influence can be explained by an increase in
synaptic connectivity efficacy as a function of visual input. Finally, we found that an SSN-like power-law non-
linearity could act as a plausible mechanism behind this efficacy change. Together, these results show that the
dynamical regime of mouse visual cortex becomes more inhibition dominated as visual input increases, transition-
ing from excitatory cooperation towards more inhibitory competition. Moreover, this dynamical regime change is
feature-specific, which could explain why it is not observed in population-level perturbation experiments, thereby
reconciling previously conflicting results and supporting the SSN as a plausible model of cortical dynamics.

1-006. Thalamic role in human cognitive flexibility and routing of abstract
information.
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Interactions across the frontal cortex are critical for cognition. Animal studies suggest a role for mediodorsal
thalamus (MD) in these interactions, but the computations performed and direct relevance to human reasoning
are unclear. Here, inspired by animal work, we build a neural model to derive computational insights and find
consistent evidence in fMRI data of humans performing the same probabilistic reversal learning task. We used a
reservoir recurrent neural network as a model of the dorso-lateral prefrontal cortex (dIPFC) and found that adding
an MD layer with multiplicative inputs to dIPFC supports flexible learning and behavioral switching. In addition,
we found a novel computational mechanism where the dIPFC-MD interactions enable the circuit to integrate
inputs from other frontal regions, such as the orbitofrontal cortex (OFC), to coordinate the selection of behavioral
strategy. Model simulations revealed that integrating votes on behavioral strategy was dependent on an intact MD,
and routing votes to MD, rather than dIPFC, required far fewer parameters. Human fMRI data supported these
predictions and demonstrated activity from OFC routed to the MD thalamus, when human participants switched
behavioral strategies. Collectively, our findings reveal a thalamic role in flexible representations and routing of
abstract task information across frontal cortical areas in the human brain.

1-007. The geometry of map-like representations under dynamic cognitive
control
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Recent work has shown that abstract, non-spatial relationships between task-relevant states or entities are orga-
nized into map-like neural representations1-5. Here, we investigate how these map-like representations interact
with changing task goals in the context of cognitive control, where the features most relevant to the current goal
benefit from top-down biasing. Classic computational neuroscience studies of cognitive control have focused on
explicitly presented categorical features rather than map-like representations retrieved from memory, and have
typically found facilitation of task-relevant features and suppression/compression of task-irrelevant features6—8.
Here, we explore the relationship between cognitive control and the geometry of map-like representations by
combining neural network models and fMRI of the same task3. Consistent with previous findings, we found
that although only one of two task attributes was behaviorally relevant for current decisions, hippocampus (HC),
entorhinal cortex (EC), and orbitofrontal cortex (OFC) spontaneously organized pairwise relationships into 2D
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map-like representations. Consistent with the predictions of the neural-network models, new analyses of the fMRI
data show that task-irrelevant dimensions were compressed relative to task-relevant dimensions dynamically as a
function of which dimension is currently relevant, in dorsomedial frontal (DMFC) and posterior and medial parietal
cortex (PMC). Furthermore, the model’s underlying 2D representations were also affected by task demands in a
different way: representations were skewed along the 2D axis that remains unchanged across conditions requir-
ing focus on each dimension separately. This finding was confirmed by fMRI analyses showing that this same
skewing phenomenon occurs in the HC, and that the degree of skewing was correlated with individual differences
in cognitive control. Further simulations showed that this skewed geometry reflects the natural tendency of neural
networks to learn context-invariant maps, consistent with behavioral and fMRI results.

1-008. Multi-task representations across human cortex transform along a sensory-
to-motor hierarchy
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Hierarchical cortical organization unifies the brain’s structural and functional organization, yet its relationship to
task-evoked cognitive processes remains unclear. How might intrinsic hierarchical properties shape and con-
strain the cognitive processes required to perform the wide variety of tasks encountered in daily life? By analyzing
a human functional magnetic resonance imaging (fMRI) data set with 26 unique cognitive tasks collected per
participant, we characterized the geometry and topography of multi-task representations across the cortical hi-
erarchy using representational similarity analysis. Empirically, we found that task representations in unimodal
(sensorimotor) areas were high dimensional and segregated from other functional networks, while task represen-
tations in transmodal (association) areas were low dimensional but integrated across networks. Further analysis
of whole-cortex representational organization revealed a sensory-association-motor axis that first compressed,
then expanded multi-task representations from sensory to motor cortices. To identify the computational mecha-
nisms underlying the compression-then-expansion of task representations, we trained a multi-layer artificial neural
network modeling (ANN) to model the transformation of empirical task activations. We found that the compression-
then-expansion of task representations exclusively emerged in a “rich” training regime, when ANNs were initialized
with low-norm weights. In this rich training regime, the ANNs’ internal representations had greater similarity to
empirical fMRI representations across the cortical hierarchy. Further analysis of the ANN’s organization revealed
that richly trained ANNs learned low-dimensional connectivity weights with heavy-tailed distributions, resulting in
hierarchically structured internal representations. In contrast, ANNs trained in the so-called “lazy” regime, where
ANNs were initialized with large-norm weights, ANNs failed to learn hierarchically structured representations. To-
gether, these results provide a characterization of multi-task representations across the cortical hierarchy, while
establishing computational mechanisms for building brain-like, hierarchical representations in ANN models.

1-009. Neural network size balances representational drift and flexibility dur-
ing Bayesian sampling
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A hallmark of natural intelligence is the ability to sustain stable memories while flexibly learning new associa-
tions, allowing animals to adapt to dynamic environments while executing precise behaviors years after they were
first learned. Yet, recent experiments have revealed that neural representations of fixed stimuli change continu-
ously over time, contravening the classical assumption that learned features should remain static to maintain task
proficiency. The phenomenon of representational drift can be reconciled with normative principles for neural com-
putation within the framework of probabilistic inference: drift in neural responses arises naturally during Bayesian
sampling, which is a minimal model for noisy synaptic updates in the brain. However, our theoretical understand-
ing of representation learning in deep Bayesian neural networks (BNNs) is generally poor. Here, we take the first
step towards developing a rigorous theory of representation learning and drift by characterizing the statistics of
the representational similarity kernels of each layer of large but finite BNNs. We show that network size controls
the tradeoff between representational stability and flexibility: infinite BNNs are stable but have inflexible internal
representations, while finite networks are flexible, but their kernels inevitably drift. In linear networks, we obtain
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a precise analytical description of how network architecture and the similarity between input stimuli affect the
statistics of learned representations. During equilibrium sampling, representations of dissimilar stimuli drift more
over time than representations of similar stimuli. Taken together, our results begin to elucidate how stimulus-
dependent representational drift can arise in normative Bayesian models for neural computation. Moreover, they
provide experimentally testable predictions for the structure of drift.

1-010. Latent Equilibrium: A unified learning theory for arbitrarily fast com-
putation with arbitrarily slow neurons
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Fast cortical processing is required in many scenarios where both sensory input and the corresponding cogni-
tive responses change rapidly. Therefore, efficient learning in such networks needs to tackle the issue of credit
assignment continuously, in real time. Recent years have witnessed a surge of cortical learning models which
address this question by approximating the error backpropagation algorithm. However, all of these either require
long relaxation phases following a change in sensory stimuli, which renders them unable to cope with the fast
time scales imposed by, e.g., saccades, or impose some form of rapidly phased learning, which is difficult to rec-
oncile with experimental observations. We introduce Latent Equilibrium, a framework for inference and learning in
networks of slow components which avoids these issues by harnessing the ability of biological neurons to phase-
advance their output with respect to their membrane potential. This mechanism enables quasi-instantaneous
inference independent of network depth and avoids the need for computationally expensive relaxation phases,
allowing networks to learn from stimulus-target pairs with dynamics on near-arbitrarily short time scales. We de-
rive neuron morphology, network structure, and in particular disentangled neuronal and synaptic weight dynamics
from a single prospective energy function. The resulting model can be interpreted as a real-time, biologically
plausible approximation of error backpropagation in deep cortical networks with continuous-time, leaky neuronal
dynamics and continuously active, local synaptic plasticity. We demonstrate successful learning from continu-
ous input streams, achieving competitive performance with both fully-connected and convolutional architectures
on standard benchmark datasets. We further show how our mathematical framework can be embedded within
cortical microcircuits. Finally, we study the robustness of our model to spatio-temporal substrate imperfections to
demonstrate its feasibility for physical realization, both in vivo and in silico.

1-011. Single-phase deep learning in cortico-cortical networks
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The error-backpropagation (backprop) algorithm has stood at the forefront as a solution to the credit assignment
problem in artificial neural networks. Whether the brain adopts a similar strategy to ensure that the correct
synapses are modified remains unclear. Recent work has attempted to bridge this gap with backprop-like learning
mechanisms that are consistent with several cortical experimental observations. However, these models are either
unable to effectively backpropagate error signals across several brain areas or require a multi-phase learning
process, neither of which are reminiscent of learning in the brain. Here, we introduce a new model, bursting
cortico-cortical networks (BurstCCN), which solves these issues by integrating biologically-plausible bursting,
dendritic feedback and cell-type specific functional connectivity. Our model uses a burst-dependent synaptic
plasticity rule and connection-type-specific short-term synaptic plasticity to enable burst multiplexing. In addition,
our model relies on apical dendrite-targeting (SST) interneurons to maintain E/I balance and facilitate the encoding
of error signals. We show that our model can efficiently backpropagate errors across several brain areas, a core
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property of backprop, using a learning process with just a single phase. We also demonstrate successful credit
assignment with Dalian constraints, proposing a role for both inhibitory (SST, PV, NDNF) and disinhibitory (VIP)
cell-types. Overall, our work suggests that specific excitatory-inhibitory cortico-cortical connectivity with both
short- and long-term synaptic plasticity, jointly underlie single-phase efficient deep learning in the brain.

1-013. Biological multi-task learning with top-down signals
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Animals naturally display a wide range of behaviours in varying contexts. Not only do their actions depend on
their internal states, but also how their early sensory cortex processes information. Here, we propose that con-
textual top-down afferents adapt the receptive fields of sensory neurons to accommodate varying task demands.
Although this view is widely supported by connectomic and electrophysiological evidence, a mechanistic and, in
particular, a normative understanding is still lacking. We investigate how task-dependent top-down signals can
reshape the functional mapping of sensory processing networks with fixed feedforward synaptic weights in order
to solve multiple different tasks. In computational terms, the contribution of these modulations can be framed
as a shift in gains and/or biases of artificial neurons. In biological neurons, we show that N-methyl-D-aspartate
(NMDA) spikes in dendritic subunits are well suited to implement such modulations. Our work demonstrates that
a single set of feedforward synaptic weights together with task-specific biases and/or gains can indeed solve
multiple tasks, when fine-tuned by supervised learning. This approach is also suitable for transfer learning, as
the top-down modulation can be adapted for new tasks without further changes in the feedforward network con-
nections. This type transfer learning framework provides a novel criterion to evaluate the quality of a set of
feedforward weights. With this in mind, we infer an unsupervised learning algorithm derived from a geometrical
argument based on the structure of decision boundaries to derive synaptic weights that perform well in concert
with contextual modulation. We demonstrate that the resulting method outperforms networks using common neu-
ronal unsupervised learning algorithms. Overall, our work represents a new framework for understanding sensory
processing, and sheds light on the computational mechanisms by which top-down afferents can flexibly adapt
feedforward pathways for a variety tasks.

1-014. Fine-tuning hierarchical circuits through learned stochastic co-modulation
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Humans and animals can quickly adapt to new task demands while retaining previously-developed capabilities,
but the neural mechanisms of such flexibility remain unclear. While neural computations are governed by synaptic
interactions, adjusting the strength of all synapses to allow this behavioral adaptation would likely be slow and not
easily reversible. Here we use intrinsic, structured gain fluctuations to rapidly and transiently fine-tune hierarchical
neural networks for a particular task. This mechanism takes inspiration from well documented low-dimensional
covariability in visual areas of the brain, which has been attributed to shared gain modulation in task-informative
neurons (Rabinowitz et al., 2015; Bondy et al., 2018; Haimerl et al., 2021). We construct a multi-layer neural net-
work whose primary encoding stage is modulated by a stochastic gain signal, with learned task-specific targeting.
These fluctuations act as a label of informative neurons, and accompany the stimulus signal as it traverses the hi-
erarchy. Upon reaching the decision layer, this label facilitates task-specific decoding, without relying on changes
in network weights. Trained stochastic gain modulation allows the circuit to adapt to novel tasks, achieving good
performance with minimal task experience. It is not only faster than relearning all network weights but also
instantly reversible (disabling modulation restores initial network computation). This mechanism also achieves
better performance than deterministic gain increases traditionally used to model attentional mechanisms. Overall,
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these results provide a novel explanation of how the brain can flexibly, robustly and reversibly adapt to changes in
task structure.

1-015. Insight moments in neural networks and humans
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The success of neural networks derives from the fact that they can learn useful representations of observed in-
puts. However, the dynamics of when and how fast a network will discover good representations are not well
understood, even when network training is governed by gradient descent. The potential complexity of learning
dynamics is particularly apparent in so called insight moments, when useful task representations are discov-
ered suddenly following a delay during which no learning is noticeable. Such insights are commonly observed
in animals and humans, where they are often taken to reflect explicit strategy discovery or shifts of attention, but
whether they arise in neural networks trained with incremental gradient descent is unknown. Here, we study how
and when insight moments arise in neural networks and humans. We employ a two-alternative forced choice task
in which input feature relevance changes after initial training, such that previously learned input representations
can be relearned to improve behavioural efficiency. We reasoned that this non-stationary feature relevance poses
unique computational challenges that could trigger insight-like learning dynamics. In line with previous research,
we show that about half of human volunteers performing this task showed insight-like learning about newly rele-
vant features. A simple linear neural network with three nodes trained on the same task with baseline performance
matched to humans and regularised gate modulation on the two input nodes, exhibited abrupt learning dynamics
resembling insight-like behaviour - despite its gradual learning rule and simple architecture. Finally, we show ana-
lytically that L1 regularisation of gain factors is a core mechanism behind insight-like learning in neural networks,
whereby frequency and delay depended on the regularisation parameter lambda. Our results suggest that insight
phenomena can arise from regularised gradual learning mechanisms and shed light on learning dynamics and
representation formation in intelligent agents more generally.

1-016. What do meta-reinforcement learning networks learn in two-stage decision-
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The striatum and prefrontal cortex (PFC) play critical roles in reinforcement learning (RL). The striatum implements
a model-free RL algorithm by driving synaptic plasticity modulated by dopaminergic prediction errors. The PFC,
in turn, is thought to implement a model-based algorithm through its neuronal dynamics. The role and interplay
of both regions can be successfully modeled in the meta-RL framework, whereby a striatal model-free learning
algorithm is used to adjust synaptic weights of the PFC network, enabling a free-standing learning algorithm
through neuronal dynamics. However, it is unclear which free-standing learning algorithm emerges in PFC from
the training procedure. To answer this question, we trained recurrent neural networks on the widely-studied two-
stage task, in which two first-stage actions probabilistically lead to two rewarding second-stage states. We then
analyzed networks’ representational geometry. We found that the networks acquired a representation with neural
activity grouped by second-stage state and reward. In this space, points (i.e., neural activity on one trial) in
each group formed curves. The relative location of points along these curves roughly corresponded to action
probabilities. To elucidate mechanisms giving rise to these curves, we fit behavioral models to networks’ action
probabilities, including model-free, reward-as-cue, model-based (MB), and latent-state (LS) algorithm families.
The MB and LS families provided the best fits. Surprisingly, trial-by-trial choice probabilities predicted by the
LS, but not the MB model, were consistent with networks’ action probabilities. Additionally, the more training the
networks received, the more the networks sharpened their dynamics towards the LS representation. Our results
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demonstrate that the networks learned an augmented latent-state representation in the two-stage task. More
generally, we offer a systematic approach for "opening the black box" of meta-RL agents, identifying emergent
algorithms, and adjudicating model families (e.g., MB vs. LS) previously thought to be difficult to distinguish in
animal experiments.

1-017. Neural optimal feedback control with local learning rules
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A major problem in systems neuroscience, specifically in sensory-motor control, is understanding how the brain
plans and executes proper movements in the face of delayed and noisy stimuli. A prominent framework for ad-
dressing such control problems is Optimal Feedback Control (OFC). OFC generates control actions that optimize
behaviorally relevant criteria by integrating noisy sensory stimuli and the predictions of an internal model using
the Kalman filter or its extensions. However, a satisfactory neural model of Kalman filtering and control is lacking
because existing proposals have the following limitations: not considering the delay of sensory feedback, train-
ing in alternating phases, and requiring knowledge of the noise covariance matrices, as well as that of systems
dynamics. Moreover, the majority of these studies considered Kalman filtering in isolation, and not jointly with
control. To address these shortcomings, we introduce a novel online algorithm which combines adaptive Kalman
filtering with a model free control approach (i.e., policy gradient algorithm). We implement this algorithm in a bio-
logically plausible neural network with local synaptic plasticity rules. This network performs system identification
and Kalman filtering, without the need for multiple phases with distinct update rules or the knowledge of the noise
covariances. It can perform state estimation with delayed sensory feedback, with the help of an internal model.
It learns the control policy without requiring any knowledge of the dynamics, thus avoiding the need for weight
transport. In this way, our implementation of OFC solves the credit assignment problem needed to produce the
appropriate sensory-motor control in the presence of stimulus delay. To test the performance of our network, we
considered, among others, the task of making reaching movements in the presence of externally imposed forces.
Our network successfully captures the characteristics of human trajectories in the null field, the force field, as well
as during adaptation.

1-018. Principled credit assignment with strong feedback through Deep Feed-
back Control
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The success of deep learning sparked interest in whether the brain similarly learns its hierarchical representations.
However, current biologically-plausible models for hierarchical credit assignment (HCA) —i.e., determining how to
adjust synapses across hierarchies— assume that the effect of feedback on forward processing is negligible.
This weak feedback assumption is problematic in biologically realistic noisy environments and is at odds with
experimental evidence showing that the effect of feedback on neural activities can be strong. To overcome this
limitation, we revisit the recent Deep Feedback Control (DFC) method. In DFC, a feedback controller nudges
a deep neural network to match a desired output target and uses the resulting control signal for HCA through
a learning rule local in space and time. Unlike DFC, we now let feedback strongly influence the neural activity,
by taking the supervised label as target instead of a nudged output, thereby invalidating the original theoretical
foundation of DFC. Using the implicit function theorem, we show that DFC with strong feedback gradually reduces
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the amount of feedback required from the controller, resulting in a novel view of learning that can be intuitively
understood as help minimization. Further, we show that overcoming the need for help is equivalent to achieving
zero output loss with a traditional training objective. We complement our theory with standard computer-vision
experiments, showing competitive performance to less biologically-plausible methods like backpropagation and
standard DFC. To summarize, by drawing inspiration of how feedback affects neural activity in the brain and by
combining dynamical systems and optimization theory, we offer a new theoretical framework to investigate how the
brain can learn hierarchical representations through principled optimization. This initiates a novel line of research
that can lead to testable experimental predictions, such as the presence of feedback that substantially changes
neural activity and whose magnitude decreases with learning.

1-019. A closed-loop emulator that accurately predicts brain-machine inter-
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Intracortical brain-machine interfaces (iBMls) aim to provide naturalistic communication and movement for those
with paralysis by decoding neural spikes into actions 1-10. iBMIs traditionally require closed-loop in vivo exper-
iments to develop, design, optimize, and benchmark decoder algorithms. Although offline evaluation provides
insight into what algorithms are promising, the discrepancy between offline and online performance may lead to
incorrect conclusions that mislead algorithm design 11-15. We therefore aim to build an emulator that accurately
characterizes online decoder performance without neurosurgery. We build on a prior emulator that correctly opti-
mized decoder bin width by generating synthetic neural spike counts from hand kinematics using a tuning model
11. A limitation of this study is that a tuning model is insufficient to reproduce complexities in neural firing rates
and population activity, including multiphasic PSTHs, neural trajectories, and neural dynamics 16. To address this,
we used neural network based encoder to transform hand kinematics to synthetic neural activity in our emulator.

We evaluated our emulator by performing three published iBMI experiments and quantitatively compared the emu-
lator’s predictions to the empirical results. We chose these three studies to test: linear decoders (FIT-KF and VKF)
17, a two-stage trained decoder (ReFIT-KF) 18, and a nonlinear decoder (FORCE) 19. Our emulator correctly
reproduced the conclusions of these studies, in addition to reproducing precise details of control, including: (1)
distance-to-target profiles, closely matching the first touch time (FTT) and the dial-in time (DIT), (2) the distribution
of trial times, and (3) cursor trajectories observed in prior monkey online experiments. These results suggest it is
feasible to accurately predict iBMI performance without neurosurgery, enabling quantitative comparisons between
different types of decoding algorithms. We anticipate this system can facilitate and accelerate the development of
iBMI decoders.

1-020. Learning input-driven dynamics from neural recordings
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Large scale neural recordings are typically found to embed lower-dimensional structure that reflects behaviour.
Empirically, the best models of such low-dimensional structure — by several statistical measures —tend to be those
that describe neural recordings via a latent dynamical system. Importantly, as recordings are typically made in
one or a subset of areas within the brain, the dynamics that best capture the data cannot in general be expected to
be fully autonomous, but may instead be driven by unobserved inputs. Learning the parameters of a probabilistic
dynamical system whilst simultaneously inferring any unobserved inputs is a difficult and somewhat ill-posed
problem.Here, we propose a new method to tackle this that harnesses recent developments in differentiable
control and faithfully recovers ground-truth dynamics in a range of synthetic input-driven systems. Similarly to
Pandarinath et al. (2018) we formulate our model as a variational auto-encoder where the generator is an input-
driven recurrent neural network (RNN). However, instead of using yet other RNNs to parametrize the decoder, we
perform amortized inference using iLQR, a powerful nonlinear controller that finds the set of inputs most likely to
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have given rise to the data. This greatly reduces the number of (hyper)-parameters in our model, thus facilitating
learning. Moreover, iLQR enables flexible inference on trials of varying duration and population size with no further
modifications, which was difficult with previous RNN-based decoders. We demonstrate the utility of our method
on several synthetic and real datasets. We first show that it can successfully learn the dynamics of a variety of
low-dimensional systems. Next, we validate it on two sets of neural recordings from monkey M1 during reaching
tasks, and dissect the dynamics and inputs inferred in both cases.

1-021. Bayesian Inference in High-Dimensional Time-Series with the Orthog-
onal Stochastic Linear Mixing Model

Rui Meng RMENG@LBL.GOV
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The activity of 100s-1000’s of neurophysiological signals can be recorded during behaviors and in response to
sensory stimuli, creating high-dimensional time-series data. Understanding such data is often aided by methods
that extract low-dimensional latent structure present in the high-dimensional recordings. Multi-output Gaussian
process models leverage the nonparametric nature of Gaussian processes to capture structure across multiple
outputs. However, this class of models typically assumes that the correlations between the output response
variables are invariant in the input space (e.g., sensory stimuli). We present the stochastic linear mixing model
(SLMM), which utilizes a conditional linear mapping function between latent variables and observations without
loss of the geometric interpretation of the subspace. In our formulation, the mixture coefficients depend on inputs,
making SLMM flexible and effective to capture complex output dependencies. However, the inference for SLMMs
is intractable for large datasets, making them inapplicable to modern neuroscience data. Thus, we propose a new
regression framework, the orthogonal stochastic linear mixing model (OSLMM), that introduces an orthogonal-
ity constraint amongst the stochastic mixing coefficients. This constraint dramatically reduces the computational
burden of inference while retaining the capability to handle complex output dependencies, and also contributes to
extraction of more interpretable latent trajectories. Moreover, we put a uniform prior on the orthogonal subspace
(Stiefel manifold) to manage the variability of subspaces. We provide Markov chain Monte Carlo (MCMC) infer-
ence procedures for both SLMM and OSLMM, and demonstrate superior model scalability and reduced predic-
tion error of OSLMM compared with state-of-the-art methods in several real-world data-sets. In neurophysiology
recordings from auditory cortex, we use the inferred latent functions for compact visualization of population re-
sponses to stimuli, and demonstrate superior results compared to a competing method (GPFA). Together, these
results demonstrate that OSLMM will be useful for analysis of large-scale time-series data increasingly common
in neuroscience.

1-022. Bayesian active learning for latent variable models of decision-making
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Characterizing perceptual decision-making is an important goal of systems neuroscience. Recent work has shown
that animal decision-making behavior is not stationary, but exhibits switches between discrete latent states within
a single experimental session. However, fitting these complex models requires large amounts of data, a crucial
impediment to progress. Here we propose to overcome this obstacle by introducing active learning methods for
discrete latent variable models of decision-making. Active learning seeks to improve the efficiency of experiments
by selecting highly informative stimuli on each trial. However, past work has largely overlooked active learning for
latent variable models (LVMs). To address this gap, we propose a novel framework for "infomax" stimulus selection
in discrete latent variable regression models. Our approach relies on sampling of the joint distribution over latents
and model parameters to evaluate information gain, which we use to select the maximally informative stimulus
on each trial. We begin with an application to a simple "mixture of linear regressions" (MLR) model; although it
is well known that active learning confers no advantage in standard linear regression settings, we show that for
mixtures of linear regressions, our method can provide dramatic gains. We then proceed with an application to
Input-Output Hidden Markov Models (I0-HMMs), a family of highly expressive regression models for time series
data, which have proven useful in diverse applications including perceptual decision-making. We show that our
method substantially reduces the number of trials needed to learn the parameters of these models. We expect
this method to have broad applicability for improving experimental efficiency in neuroscience and beyond.
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Recent work has shown that rodent decision-making relies on distinct latent or hidden states that switch on a
timescale of tens to hundreds of trials [Ashwood 2021; Bolkan, Stone 2021; Weilnhammer 2021]. However, the
neural basis for these states, and the contributions of different brain regions to state-dependent decision-making
strategies, remains an important open problem. Here we address this challenge by performing a model-based
analysis of decision-making data acquired during multi-region laser-scanning inactivation of dorsal cortex. We an-
alyzed optogenetic inactivation data from mice performing a visual-evidence-accumulation task while navigating
in a virtual environment (a publicly available dataset from Pinto et al. 2019). In this dataset, 29 different individual
cortical regions were bilaterally inactivated during a randomly interleaved subset of trials. We fit choice data from
these experiments using a Hidden Markov Model (HMM) with Bernoulli Generalized Linear Model (GLM) observa-
tions. The resulting GLM-HMM framework describes choice behavior with state-specific GLMs that quantify how
the animal combines different features (e.g., sensory evidence, bias, choice history) to make decisions in each
state, and a matrix of transition probabilities governing the switches between states. To incorporate the effects of
neural perturbations on behavior, we grouped the 29 inactivation sites into three clusters. We then extended the
model by adding GLM weights for each cluster, allowing inactivation of each cluster to have distinct, state-specific
effects on choice. Our preliminary analyses revealed that a multi-state GLM-HMM substantially outperformed a
basic GLM at predicting behavior, and suggested that the effects of bilateral inactivations in dorsal cortex were
highly state-dependent, with the sign and strength of the effect on choice varying substantially across states.

1-024. Modeling multi-region neural communication during decision making
with recurrent switching dynamical systems
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Understanding how multiple brain regions interact to produce behavior is a major challenge in systems neuro-
science. Sensory-driven decision making, in particular, has been shown to involve context-dependent processing
in multiple brain regions, but a precise description of the interactions between regions remains an open problem.
Addressing this problem requires new methods for inferring multi-region activity that account for sensory inputs
and communication between brain regions. Here we develop multi-region switching state space models with
higher-order autoregressive dynamics, allowing for time-varying estimation of directed, multi-region interactions.
The approach models high dimensional multi-region observations as emissions from coupled, low dimensional
dynamical systems with explicit local dynamics and communication across time-lags. To fit the model, we derive
variational Laplace EM (vLEM) for autoregressive dynamical systems, extending vLEM to the case of higher or-
der AR dynamics. We additionally introduce a measure of the volume of communications between brain regions
across time in the model, allowing us to quantify the directional 'messages’ communicated between regions at
each timepoint. We use the model to analyze two calcium imaging datasets in mice performing a sensory de-
cision making task: mesoscale wide-field recordings, and cellular-resolution two-photon mesoscope recordings,
simultaneously from 16 and 3 brain regions, respectively. In both cases, our method reveals multiple distinct,
task-driven dynamical states, and produces rich estimates of communication flows across regions, revealing in-

COSYNE 2022



1-025 — 1-026

teractions that match known connectivity and hypothesized functional roles of different areas. Preliminary analysis
suggests large-scale cortico-cortical interactions are a more important determinant of cortical dynamics than the
sensory input, despite the sensory nature of the task. Thus, we introduce an important approach to analyzing and
understanding multiregion neural activity and communication in decision making tasks.

1-025. Rapid fluctuations in functional connectivity of cortical networks en-
code spontaneous behavior

Hadas Benisty!:2 HADAS.BENISTY@GMAIL.COM
Andrew Moberly3 ANDREW.MOBERLY@YALE.EDU
Sweyta Lohani® SWEYTA.LOHANI@YALE.EDU
Daniel Barson! DANIEL.BARSON@ YALE.EDU
Ronald Coifman? COIFMAN-RONALD@ YALE.EDU
Gal Mishne*® GMISHNE@UCSD.EDU
Jessica Cardin?! JESS.CARDIN@YALE.EDU
Michael Higley! M.HIGLEY@YALE.EDU

LYale university
2Neuroscience
3Yale University
4UC San Diego
5HDSI

Experimental work across a variety of species has demonstrated that spontaneously generated behaviors are
robustly correlated to variation in neural activity within the cerebral cortex. Indeed, functional magnetic resonance
imaging (fMRI) data suggest that functional connectivity in cortical networks varies across distinct behavioral
states, providing for the dynamic reorganization of patterned activity. However, these studies generally lack the
temporal resolution to establish links between cortical signals and the continuously varying fluctuations in spon-
taneous behavior typically observed in awake animals. Here, we take advantage of recent developments in
wide-field mesoscopic calcium imaging to monitor neural activity across the neocortex of awake mice. Diverging
from traditional analysis of functional connectivity as a static entity, we explored the temporal dynamics of connec-
tivity as expressed by instantaneous correlations between functional brain parcels. We develop a novel analysis,
termed “graph-of-graphs”, that views the temporal fluctuations of correlations as high dimensional observations
of a dynamical system and aims to extract their latent dynamics. We use Riemannian geometry and diffusion ge-
ometry to extract a low dimensional representation capturing the intrinsic dynamics of the functional connectivity.
Using this novel approach, we demonstrate that spontaneous behaviors are more accurately represented by fast
changes in the connectivity structure versus the activity of large-scale network. Moreover, the dynamics of the
extracted functional connectivity representation reveals subnetworks that are not evident in traditional anatomical
atlas-based parcellation of the cortex. For a small-scale network such as cells in the primary visual cortex, we
show that there is no significant difference in the representation of behavioral variables using either embedded ac-
tivity or embedded correlations, which means that the internal mechanisms of behavior encoding vary with scale.
These results provide insight into how behavioral information is represented across the mammalian neocortex and
demonstrate a new analytical framework for investigating time-varying functional connectivity in neural networks.

1-026. Fitting recurrent spiking network models to study the interaction be-
tween cortical areas
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We performed extra-cellular recordings simultaneously from the whisker primary sensory cortex (wS1) and the
medial prefrontal cortex (mPFC) of mice performing a tactile detection task and then fit a recurrent spiking neural
network (RSNN) to the recorded activity. We assume that neural dynamics are defined by standard conductance-
based spiking neurons with adaptation. We optimize the entire connectivity matrix (within and across areas) using
back-propagation through time (BPTT) for spiking neural networks [1, 2] and synaptic rewiring [3] while respecting
Dale’s law. After optimization, the resulting matrix provides a possible connectivity pattern that explains the
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recorded activity statistics in wS1 and mPFC. To validate this modelling approach, we perform a virtual ablation
on the fitted model and compare the resulting activity with experimental manipulations affecting the late response
component in wS1. Our model reproduces the finding that a secondary-late response of the whisker stimulation is
due to feedback from higher-order cortical areas [4, 5]. Since many other areas are involved in this task in a real
mouse brain, we cannot claim that we built a full model of wS1 and mPFC. However, we believe that this modelling
approach can help us to understand better the activity in cortical circuits and test hypotheses concerning possible
neural computations such as the importance of feedback from high-order areas to wS1.

1-027. Inter-areal patterned microstimulation selectively drives PFC activity
and behavior in a memory task
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A central problem in neuroscience is to understand how areas in the brain communicate. Inputs to brain areas
largely influence the intrinsic dynamics of each region, which shapes ongoing computations. Hence, character-
izing how inputs drive different population responses is key to understanding how brain circuits are controlled to
generate different behaviors. To this end, we developed an inter-areal patterned microstimulation (uStim) protocol
that allowed us to finely manipulate the activity of a neural population in one brain area while simultaneously
recording the activity of a second population in a different area. In macaques implanted with dual 96-channel
Utah arrays, we manipulated the activity of different brain regions by electrically stimulating combinations of elec-
trodes in one of the arrays while recording the effect on the other. We were able to generate a rich repertoire of
activity patterns and to identify the dimensions along which different inputs drove the neural population. We used
our protocol to study how the prefrontal cortex (PFC), a high-order cognitive area that displays robust memory
encoding, is influenced by inter-hemispheric inputs. For this, we assessed the impact that different uStim pat-
terns applied to the right-hemisphere PFC (RH-PFC) had on the contralateral PFC (LH-PFC) during a memory
task. We found that the stimulation patterns selectively affected PFC activity in different dimensions and biased
performance and reaction times. Our approach provides a causal tool to link brain activity and behavior at greater
granularities, and paves the way towards data-driven models that explain how brain areas dynamically interact to
produce computations.
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neural networks
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The conversion of visual input into behavior requires whole-brain circuits of diverse neurons. Due to the inac-
cessibility of mammalian model systems, there exists a gap in understanding how these neurons are connected
and influence neural response dynamics that underlie behavior. Recent studies into the visually guided optomo-
tor response (OMR) in larval zebrafish have attempted to bridge this gap by proposing circuit models that pre-
dict connectivity among functionally identified response classes of motion-processing neurons driving the OMR
[1,2]. However, these models only consider responses of overrepresented classes averaged across many fish
and therefore ignore large swaths of the motion-responsive population, fail to capture inherent circuit dynamics,
and cannot describe idiosyncrasies in neural responses and behavior. Here, we train recurrent neural networks
(RNNs) with calcium imaging data to model all neurons in the pretectum (Pt), the central sensory processing
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region underlying the OMR, responding to eye- and direction-specific visual motion. These models generate pre-
dictions of local and inter-hemispheric connectivity, including the signs, strengths, and numbers of synapses. Our
model estimates connections between individual neurons, providing insight into the potential role of underrepre-
sented response classes, previously from models [2]. To drive the RNNs with visual stimuli, we implemented a
novel, biologically plausible set of directional-selective retinal ganglion cells providing external input to the popula-
tion. We show the RNNs to be exceptional at reproducing activity from neurons with diverse responses to motion.
We find the RNNs predict excitatory connections among neurons with shared motion preference and of inhibitory
connections among neurons responsive to conflicting stimuli, supporting the hypothesis of shared functional roles
of previously identified neural response classes. Our RNNs provide a realistic, dynamic circuit model of a com-
plete sensory population and generates hypotheses about the nature of vertebrate information processing that
will inform future photostimulation experiments to illuminate neural circuitry underlying the OMR.

1-030. Heterogeneous prediction-error circuits formed and shaped by home-
ostatic inhibitory plasticity
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The remarkable ability of neural networks to make predictions about the immediate future and recognize unex-
pected events is a ubiquitous hallmark of intelligent life. In recent years, researchers have begun to unravel the
neural substrates underlying this predictive information processing [1]. An integral part of predictive processing
is a subset of excitatory neurons that encode prediction errors: while negative prediction-error (nPE) neurons are
only activated when sensory signals are weaker than predicted, positive prediction-error (pPE) neurons respond
only when sensory signals exceed the internal predictions [1-3]. How these different types of prediction-error
neurons can co-exist and simultaneously form in the same recurrent neural circuit they are embedded in, and how
they are shaped by the rich diversity of cell types [4] is still largely unresolved.

To unravel the circuit-level mechanisms that underlie the parallel formation and refinement of nPE and pPE neu-
rons, we make use of a computational model of a cortical circuit with excitatory pyramidal cells and three types
of inhibitory interneurons: parvalbumin-expressing, somatostatin-expressing, and vasoactive intestinal peptide-
expressing interneurons [4]. By means of a mathematically tractable model and network simulations, we show
that the presence of nPE and pPE neurons requires balanced pathways that can be learned simultaneously with
homeostatic inhibitory plasticity with low baseline firing rates. The resulting robust PE circuits generalize to sen-
sory stimuli not seen during learning. Furthermore, we show that the responses to unexpected events are mainly
determined by the network’s initial connectivity and the distribution of actual and predicted sensory inputs onto
the interneurons. Finally, we demonstrate that PE neurons can support biased perception and may underly faster
learning as well as generalization across stimuli statistics. In summary, our results shed light on the formation,
refinement, robustness, and computational role of PE circuits.

1-031. Novelty modulates neural coding and reveals functional diversity within
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Stimulus novelty modifies perception and promotes exploration and learning. What are the neural circuit mecha-
nisms that underlie the effects of novelty? To address this question, we trained mice on a visual change detection
task, while we performed two-photon calcium imaging of neural activity from excitatory and inhibitory (VIP and
SST) neuron classes across multiple layers of the visual cortex (areas V1 and LM; 82 mice, 551 sessions, 34,619
neurons). The behavioral task required detecting image changes that occurred amid repeated image presen-
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tations. Additionally, flashed images were periodically (5%) omitted, thereby allowing the study of expectation
violation signals.To study how novelty modulates the neural encoding of sensory and behavioral events, mice
experienced two image sets across sessions: one familiar set that was used during training, and another novel
set that mice had never seen before. Using population decoding, regression and clustering techniques we reveal
cell-type specific changes in neural activity as a result of stimulus novelty that unfold on multiple timescales: nov-
elty exerts rapid and transient changes in the visual responses of SST and particularly VIP neurons, in contrast
to excitatory neurons. Additionally, we studied functional diversity within each cell class as a result of exposure to
novelty. Individual VIP neurons encode a variety of features; while excitatory or SST neurons tend to be less mul-
tiplexed in their coding properties. Together, our results reveal functional roles for different neuron cell classes,
providing a new model of microcircuitry between excitatory and inhibitory neurons. Overall, VIP activity in re-
sponse to novelty is consistent with a role in gating plasticity in excitatory neurons, allowing the brain to update its
predictions about the external world. Moreover, the distinct functional clusters indicate that novelty defines new
microcircuits of excitatory and inhibitory neurons, which contrast the classical disinhibitory microcircuitry.
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Transcriptomics has revealed the exquisite diversity of cortical inhibitory neurons, but it is not known whether
these fine molecular subtypes have correspondingly diverse activity patterns in the living brain. Here, we show
that inhibitory subtypes in primary visual cortex (V1) have diverse correlates with brain state, but that this diversity
is organized by a single factor: position along their main axis of transcriptomic variation. We combined in vivo 2-
photon calcium imaging of mouse V1 with a novel transcriptomic method to identify mRNAs for 72 selected genes
in ex vivo slices. We used transcriptomic clusters (t-types) to classify inhibitory neurons imaged in layers 1-3
using a three-level hierarchy of 5 Families, 11 Subfamilies, and 35 t-types. Visual responses differed significantly
only across the Families, but modulation by brain state differed at all three hierarchical levels. Nevertheless, this
diversity could be predicted from the first transcriptomic principal component, which predicted a cell type’s brain
state modulation and correlations with simultaneously recorded cells. Inhibitory t-types with narrower spikes,
lower input resistance, weaker adaptation, and less axon in layer 1, as determined in vitro, fired more in resting,
oscillatory brain states. Transcriptomic types with the opposite properties fired more during arousal. The former
cells had more inhibitory cholinergic receptors, and the latter more excitatory receptors. Thus, despite the diversity
of V1 inhibitory neurons, a simple principle determines how their joint activity shapes state-dependent cortical
processing.
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Understanding how neural circuits in the brain wire up during development is important for the implementation
of numerous functions in adulthood, but also for the prevention and treatment of many neurological disorders
that result from bad wiring. Before the onset of sensory experience, spontaneous activity in the developing brain
organizes and refines circuits. Hence, alterations in spontaneous activity can lead to severe deficits in wiring. One
such alteration occurs in the Fragile X mouse model, where a single genetic mutation reduces cortical inhibition
and increases the number of neurons recruited in spontaneous activity. The mechanisms behind the generation
of spontaneous activity remain unclear, especially regarding how genetic mutations affect spontaneous activity.
To address this, we investigated how biologically realistic spontaneous activity can emerge in recurrent networks
with excitatory and inhibitory neurons and background input representing the sensory periphery. We find that
our model successfully captures two distinct types of spontaneous activity, local (L-) and global (H-) events,
that match experimentally characterized activity originating in the sensory periphery or the cortex. During local
events strong inputs from the sensory periphery result in dominant inhibition which limits lateral spread of activity.
Conversely, during global events intrinsically triggered inputs produce dominant excitation which spreads laterally
without restriction. We next analyzed calcium imaging data from the developing cortex of Fragile X mice revealing
spontaneous activity with an increase of global and decrease in local events. Finally, we explored two plausible
mechanisms that lead to this altered activity: weakened feedforward connectivity vs. reduced inhibitory recurrent
connectivity. These alternatives make different experimentally-testable predictions for the relative ratio between
local and global events. Our model allows us to investigate the role of connectivity profiles, intrinsic excitability,
and correlations in shaping normal and genetically-altered spontaneous activity, and the implications for receptive
field refinements in development.
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Neuronal sensitivity and selectivity to our environment arise from the transformation of external inputs by the
cortical circuitry. We dissect the circuitry for this emergence using a combination of large-scale simultaneous
measurements from single cells in awake animals and computational models. In area MT, an area of the neocortex
that processes visual motion, even weak motion signals evoke selective responses in the presence of noise. We
also observe tuned patterns of activity in the absence of visual motion that suggest feature-selective amplification
within the circuit. In addition, responses in MT have fast dynamics, posing critical constraints on the nature
of the underlying amplification mechanisms. We identified different regimes in computational models capable
of generating high amplification. These computational regimes exhibit distinct activity signatures, including the
speed of amplification dynamics, the response to sudden shifts in input, as well as the structure and statistics
of spontaneous activity. We examined the activity of large populations of primate MT neurons across the same
conditions and compared the results with the computational models. We find that our recorded responses from MT
network match a regime where amplification arises from separate excitatory and inhibitory populations operating
in a balanced regime with tuned recurrent interactions. This allows the internal circuitry of the sensory cortex
to strong amplify incoming inputs, while maintaining sensitivity to and rapid tracking of input changes because
of strong inhibitory contributions that quench amplification (Murphy and Miller, Neuron, 2009). This balanced
amplification regime only emerges in models composed of segregated excitatory and inhibitory populations. Our
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discovery provides a potential explanation for the specialization of neurons into distinct excitatory and inhibitory
populations: the fundamental asymmetry that arises from coupling these populations is essential to the generation
of large but rapid amplification without response persistence.
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Sensory neurons in different species, brain areas, and modalities adjust their sensitivity (gain) in res